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� Problem & Motivation

� Syntactic Knowledge in Recursive Autoencoders

� Syntactic Knowledge in Tree-structured LSTM

� Linguistically Regularized LSTM

� Summary

Minlie Huang, Qiao Qian, Xiaoyan Zhu. Encoding Syntactic 
Knowledge in Neural Networks for Sentiment Classification. ACM 
Trans. Inf. Syst. 35, 3, Article 26 (June 2017), 27 pages.
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The actors are fantastic . They are what 
makes it worth the trip to the theater .

Text Representation

Classifier

� Non-structure model
u Sequence model: CNN, RNN, LSTM
u Bag-of-words models (BM�AE)

� Using parsing structures
u Recursive autoencoders
u Tree-structured LSTM

� Auto-learned structure
u Binary tree, overly deep (Yogatama et 

al., 2017)
u Hierarchical structure (Chung, et al.,

2017; Zhang et al., 2018)
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� Text representation is fundamental for downstream tasks

� Research problem: does syntactic (linguistic) knowledge

help sentiment classification?
u Part-of-speech tags: nouns, verbs, adverbs
uLexicons: sentiment words (awesome, interesting), negators
(not, never), and intensifiers (very, quite)

This is not a/dt very/adv interesting/adjmovie/nn.
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Rules of Compositionality
The meaning (vector) of a 
sentence is determined by
(1) The meanings of its words
(2) The rules that combine them
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Socher et al., 2011b;
Socher et al., 2012;
Socher et al., 2013b;
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Tai et al., 2015
Zhu et al., 2015

x: input word
h: hidden state
c: memory state
i,f,o: input, forget, output gates, resp.
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Zhu et al., 2014. An empirical study on the effect of negation words on sentiment. 
In ACL. pages 304–313. 

Negation effect depends on the negator, the modified text, and its sentiment
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Teng et al. EMNLP 2016. Context-sensitive lexicon features for neural 
sentiment analysis. 

Sentence sentiment score= weighted sum of its sentiment words and negators.
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Sequence Models
CNN\RNN\LSTM

Bag-of-words
Neural Models

Structured Models
RAE, Tree LSTM

Deep Neural Networks
for Sentiment Classification

Ø POS tag in RAE
Ø POS tag in Tree LSTM

Ø Linguistically
Regularized LSTM

Encoding
knowledge
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g"

very interesting 

very interesting 

g"

interesting movie 

interesting movie 
same function?

Vvery interesting=g(Vvery, Vinteresting) Vinteresting movie=g(Vinteresting, Vmovie)

Noun phrase vs. adjective phrase
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so#max'

so#max'

so#max'

so#max'

so#max'

... 

�'

very / RB interesting / JJ 

is / VBZ 
very interesting / ADJP  

is very interesting / VP  

gNP' gADJP& gVP'

gNP' gADJP' gVP&

... 

... 

Multiple composition functions:
We learn different functions for
different POS tags.

Limitation:
too many composition 
functions�
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tag vector: syntax knowledge

phrase vector: semantic info. 

is VBZ interesting ADJ

g

is interesting ADJP
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Limitation:
The word information is
totally ignored.

Use the pos-tag to directly 
control the gates in LSTM

Wx: weight-tag matrix
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Let tag embeddings and word
vectors both participate in the 
control of LSTM gates
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� Datasets

� Baselines:
u Recursive models: RNN\RNTN\DRNN\MC-RNN
u LSTM: Bi-LSTM\Tree-LSTM
u CNN:CNN\DCNN

Dataset Movie Review (MR) Stanford Sentiment
Treebank (SST)

Task pos. / neg. fine-grained
Sentences 10,662 11,885
Label sentence-level sentence-level & 

phrase-level
Evaluation 10-cross-validation train:valid:test=7:1:2
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Low-dimension
word vectors
with d=25

High-dimension
word vectors 
with d=300

Only using POS Tag to control
LSTM gates can still produce
competitive results

c: combining tag embeddings
and word vectors

p: considering child-parent
association
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Only using POS Tag to control
LSTM gates can still produce
competitive results
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� Complexity Analysis for RNN models

u d: the dimension for word vectors;
u de: the dimension for tag embedding;
u c: the number of composition function;
u nt: the number of frequency tags.
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� Complexity Analysis for LSTM models

u d: the dimension for word vectors;
u de: the dimension for tag embedding;
u nt: the number of frequency tags.
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Similar tags are close in the learned embedding space.
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More important tags for sentiment
Classification have higher scores

Score: the average of all dimensions of 
the output of the forget gates 
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Accuracy curve over the number of
composition functions (k)

Accuracy curve over the dimension of
tag embeddings
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� Linguistic resources for sentiment classification
uNegator: not, never, cannot
u Intensifier: very, absolutely
u Sentiment resources: sentiment words like interesting,
wonderful, etc

This is not a very interestingmovie.

How to leverage linguistic
resources in neural networks?
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� Linguistically Regularized LSTM
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� The sentiment distributions of adjacent positions 
should be close to each other.
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� The sentiment distributions of adjacent positions 
should drift accordingly.

Each sentiment class has a
shifting distribution
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� The sentiment distribution should be shifted or 
reversed accordingly.

Each negator has a
transition matrix
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� Phrase-level means the 
models use phrase level 
annotation for training. 

� Sent.-level means the 
models only use sentence 
level annotation. 
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� How abstractive linguistic knowledge (e.g., POS tags) can

help representation learning?

� Our discoveries:

u Syntactic knowledge can help representation learning for sentiment
classification

u Even only using POS tags, structured models perform quite well
• POS tag encodes much abstractive information

u Compact models (fewer model parameters but still strong
performance)
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