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Open-domain Chatting and
Conservational AI

Since 1950, Turing Test

2010 IBMWatson: Human-
level knowledge QA

2014 Xiaoice: virtual partner

Building open domain chatting machines is one of
the most challenging AI tasks.
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Challenges in Chatting Machine

Semantics Logics Consistency Interactiveness

Content
Quality

Personality
Identity

Language Style

Emotion &
Sentiment

Dialogue
Strategy

Open-domain, open-topic conversational systems
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� One-to-many: one input, many many possible responses

� Knowledge & Reasoning: real understanding requires

various knowledge, world facts, or backgrounds

� Situational Context
u Who are you talking with?

• Stranger, or friend?
• Boss, or subordinate

u Her mood and emotion?
u Unknown backgrounds that are only shared by two acquaintances

Challenges in Chatting Machine
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Open-domain Chatting Machines

� Emotional Chatting Machine (AAAI 2018)

� Personality Assignment (IJCAI-ECAI 2018)

� Commonsense Knowledge (IJCAI-ECAI 2018)

� Asking Good Questions (ACL 2018)

References:
① Emotional Chatting Machine: Emotional Conversation Generation with Internal 

and External Memory. AAAI 2018.
② Assigning personality/identity to a chatting machine for coherent conversation 

generation. IJCAI-ECAI 2018.
③ Commonsense Knowledge Aware Conversation Generation with Graph Attention.

IJCAI-ECAI 2018.
④ Learning to Ask Questions in Open-domain Conversational Systems with Typed 

Decoders. ACL 2018.
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Emotion
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Emotional Chatting Machine

� Emotion intelligence is a key human behavior for intelligence (Salovey and 

Mayer, 1990; Picard and Picard, 1997) 

� Understanding emotion and affect is important for dialogue and conversation
u Enhance user performance
u Improve user satisfaction
u Less breakdowns

� Traditional emotion adaptation is

Rule-based
u Widely seen in early dialogue systems
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Post Response

Emotion
Classifier

Emotional Chatting
Machine

Social Interaction Data
Emotion
Tagged
data

Happy Angry Sad

…

…

Our work was reported byMIT Technology Review, the Guardian, Cankao News, Xinhua
News Agency etc.

Prof Björn Schuller: “an important step” towards personal assistants that could 
read the emotional undercurrent of a conversation and respond with something akin 
to empathy.

Perceiving and Expressing emotion by machine
Closer to human-level intelligence

Post Response

Post Response

Post Response

Emotional Chatting Machine
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Emotional Chatting Machine

� Emotion category embedding: High level abstraction of emotions

� Emotion internal state: Capturing the change of emotion state during decoding

� Emotion external memory: Treating emotion/generic words differentially

•Hao Zhou, Minlie Huang, Xiaoyan Zhu, Bing Liu. Emotional Chatting Machine: 
Emotional Conversation Generation with Internal and External Memory. AAAI 2018.
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Emotional Chatting Machine

•Hao Zhou, Minlie Huang, Xiaoyan Zhu, Bing Liu. Emotional Chatting Machine: 
Emotional Conversation Generation with Internal and External Memory. AAAI 2018.
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Emotion Interaction Patterns

LikeàLike (empathy)
SadnessàSadness (empathy)

SadnessàLike (comfort)

Disgustà Disgust (empathy)

Disgustà Like (comfort)

Angerà Disgust

HappinessàLike

•Hao Zhou, Minlie Huang, Xiaoyan Zhu, Bing Liu. Emotional Chatting Machine: 
Emotional Conversation Generation with Internal and External Memory. AAAI 2018.
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Personality
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Personality of Chatting Machine

� Passing the Turning Test?
u Deep semantic understanding
u Existing chatting machine lacks identity or

personality

� Existing works
u User embedding: learn implicit

conversation style (Li et al., 2016; Al-Rfou
et al., 2016)

u Require dialogue data from different users
with user attributes tagged



14

� Generating coherent conversation w.r.t. identity/personality

UserA: how old are you?
UserB: I am six.

UserA: do you like to play piano?
UserB: I play violin.

Generic Dialogue Data for Training Pre-specified Chatbot Profile

Identity-coherent
Chatbot

User: how old are you?
Machine: I am three years old.

User: do you like to play piano?
Machine: Yes, I play piano.

Personality of Chatting Machine
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Encoder

Profile
detector

Position
detector

Decoder

•Qiao Qian, Minlie Huang, Haizhou Zhao, Jingfang Xu, Xiaoyan Zhu. Assigning personality/identity 
to a chatting machine for coherent conversation generation. IJCAI-ECAI 2018.

Personality of Chatting Machine
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Post-level evaluation

Session-level evaluation

Generated sample responses that exhibit session-level
consistency

•Qiao Qian, Minlie Huang, Haizhou Zhao, Jingfang Xu, Xiaoyan Zhu. Assigning personality/identity 
to a chatting machine for coherent conversation generation. IJCAI-ECAI 2018.

Personality of Chatting Machine
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Generating responses that are coherent to robot’s profile

•Qiao Qian, Minlie Huang, Haizhou Zhao, Jingfang Xu, Xiaoyan Zhu. Assigning personality/identity 
to a chatting machine for coherent conversation generation. IJCAI-ECAI 2018.

Personality of Chatting Machine
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Commonsense Knowledge
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Commonsense Knowledge in Chatbots

asthma

lung	disease respiratory	
disease

air	pollution

chest	tightness

avoiding	triggers

IsA
IsA

Caused_by

Caused_byPrevented_by
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Commonsense Knowledge in Chatbots
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Commonsense Knowledge in Chatbots

asthma

lung	disease respiratory	
disease

air	pollution

chest	tightness

avoiding	triggers

IsA
IsA

Caused_by

Caused_byPrevented_by

I have an asthma since three years old.
Triples in knowledge graph:
(lung disease, IsA, asthma )

(asthma, Caused-by, chest tightness)
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� Conversation is a semantic activity

� Commonsense knowledge is important for language

understanding and generation

Commonsense Knowledge in Chatbots
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� Challenge I: applying large-scale, high-quality commonsense

knowledge

� Challenge II: an elegant way of using commonsense knowledge

in open-domain, open-topic conversation generation

� Our solution:
u Static graph attention
u Dynamic graph attention
u Treating a knowledge graph as a whole

Commonsense Knowledge in Chatbots
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Commonsense Knowledge in Chatbots

Encoding the retrieved
knowledge graphs for each word

Decoding words by attending to
knowledge graphs and then to triples
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Static graph attention: encoding semantics in graph,
Feeding knowledge-enhanced info. into the encoder

Commonsense Knowledge in Chatbots
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Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

Commonsense Knowledge in Chatbots
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Automatic evaluation

Manual evaluation (Sign-test, p-value<0.005)

Commonsense Knowledge in Chatbots

Hao Zhou, Tom Yang, Minlie Huang, Haizhou Zhao, Jingfang Xu, Xiaoyan Zhu.
Commonsense Knowledge Aware Conversation Generation with Graph 
Attention. IJCAI-ECAI 2018, Stockholm, Sweden.
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Generation Examples 1

� Seq2Seq: I'm not sure how to answer that. I'm not sure how to make a 
date.

� MemNet: I'm assuming he's married to a gay marriage?

� CopyNet: I'm sorry, I'm not sure what you mean by that.

� CCM: I'm pretty sure he's going to be engaged in the next 6 months.

Post:	He	proposed	March 5th.	We	will	be	married October	10th.	
So	7	months
Knowledge:	(engaged,	RelatedTo,	married),	(wedding,	RelatedTo,	
married),	(miss,	DistinctFrom,	married),	(March,	RelatedTo,	
months)	
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Generation Examples 2

� Seq2Seq: I was thinking the same thing.

� MemNet: I thought it was a dead end.

� CopyNet: I think it's a bit of a stretch.

� CCM: I thought it was doug's death. I was thinking the same thing.

Post:	Totally	thought it	was	going	to	be	doug's grave.
Knowledge:	(thought,	RelatedTo,	thinking),	(doug,	HasProperty,	
dead),	(dead,	RelatedTo,	grave),	(grave,	RelatedTo,	death)
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Summary

� Emotion, personality, and knowledge is important to Chatbots

� Open-domain chatting machine is one of the most challenging AI

tasks
u Requires the ability of understanding semantics, knowledge, and

situational context
u Ability of making reasoning

� Still a long way to go: existing generation models are still far from

the expectation of real-world applications
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Future Research Problems

� Multi-modality emotion perception and expression (voice, vision, text)

� Personality, identity, style à “human-like robot”
u Introvert or extrovert
u Personalized (style, or profile)

� Learning to learn
u Grow up from interactions with human partners and environment
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