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Outline

� Background: Knowledge

� Commonsense (CS) Extraction

� CS in Language Inference, Commonsense Reasoning

� CS in Machine Reading Comprehension

� CS in Language Generation (Story, Dialogue, etc.)
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Knowledge

� Knowledge is a familiarity, awareness, or understanding of 
someone or something, such as facts, information, 
descriptions, or skills, which is acquired through experience
or education by perceiving, discovering, or learning.

� Knowledge can refer to a theoretical or practical 
understanding of a subject

� Plato(���): justified, true, believed

� Francis Bacon: Knowledge is Power
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Knowledge Types

� World facts

� Commonsense knowledge

� Model knowledge (prior distribution, knowledge

distillation, knowledge transfer)
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Knowledge – world facts

� Knowledge graph by Google on May 16, 2012

� 70 billion facts (Oct. 2016); support search, Google

Assistant, Google Home

� Knowledge triples (head entity, relation, tail entity)

(DA Vinci, painted, Mona Lisa)
(Mona Lisa, is in, Louvre)
(Louvre, locatedIn, Paris)
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Knowledge– commonsense

� Commonsense knowledge consists of facts about the 
everyday world, that all humans are expected to know.
(Wikipedia)
u Lemons are sour
u Tree has leaves
u Dog has four legs

� Commonsense knowledge bases
u ConceptNet
u Cyc
u Open Mind Common Sense
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Knowledge– commonsense

� ConceptNet: 21 language-independent relations

•IsA
•UsedFor
•HasA
•CapableOf
•Desires
•CreatedBy ("cake" can be created by 
"baking")
•PartOf
•Causes
•LocatedNear
•AtLocation (Somewhere a "cook" can be 
at a "restaurant")
•DefinedAs

•SymbolOf (X represents Y)
•ReceivesAction ("cake" can be "eaten")
•HasPrerequisite (X can't 
do Y unless A does B)
•MotivatedByGoal (You would "bake" 
because you want to "eat")
•CausesDesire ("baking" makes you want 
to "follow recipe")
•MadeOf
•HasFirstSubevent (The first thing 
required when you're doing X is for 
entity Y to do Z)
•HasSubevent ("eat" has subevent 
"swallow")
•HasLastSubevent
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Knowledge– commonsense

� Winograd Schema Challenge: An alternative to Turing

Test (fooling human judges vs. testing machine’s

intelligence)

� A Winograd schema is a pair of sentences that contain an

ambiguity which requires world knowledge or reasoning to

resolve it.
• The city councilmen refused the demonstrators a permit 

because they [feared/advocated] violence.



11

Knowledge – commonsense

� “The Winograd Schema Challenge” Hector Levesque (2012):
u Easily disambiguated by the human reader (ideally, so easily that 

the reader does not even notice that there is an ambiguity);
u Not solvable by simple techniques such as selectional restrictions;
u Google-proof; there is no obvious statistical test over text corpora 

that will reliably disambiguate these correctly.

� 150 schemas: https://cs.nyu.edu/faculty/davise/papers/WinogradSchemas/WSCollection.html

� Examples
• The trophy would not fit in the brown suitcase because it was 

too big/small. What was too big/small?

Levesque et al. The Winograd Schema Challenge. AAAI 2012.

https://cs.nyu.edu/faculty/davise/papers/WinogradSchemas/WSCollection.html
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Knowledge – commonsense

� A program has common sense if it automatically 

deduces for itself a sufficiently wide class of immediate 

consequences of anything it is told and what it already 

knows. –McCarthy (1959)
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Recent Advances

Stokes et al. 2019. Commonsense Reasoning for Natural Language 
Understanding: A Survey of Benchmarks, Resources, and Approaches
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Recent Advances

Stokes et al. 2019. Commonsense Reasoning for Natural Language 
Understanding: A Survey of Benchmarks, Resources, and Approaches



15

Knowledge
Extraction
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Commonsense Extraction

� We all know about it but we don’t speak it out

� Resources
u From crowd workers
u From embeddings [1]
u As knowledge base completion [2] 
u From raw data (text, image) [3]

� Yang et al. 2018. Extracting Commonsense Properties from Embeddings with 
Limited Human Guidance 

� Li et al. 2018. Commonsense Knowledge Base Completion 
� Xu et al. 2018. Automatic Extraction of Commonsense LocatedNear Knowledge
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Commonsense Knowledge Base 
Completion

Bilinear model
Deep neural models
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LocatedNear Knowledge

� Extract LocatedNear

relation from text

� Why
u Object detection
u RC for spatial facts and 

physical scenes
u ConceptNet 5.5 has only 49 

triples of this relation

Xu et al. 2018. Automatic Extraction of 
Commonsense LocatedNear Knowledge
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LocatedNear Knowledge
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Injecting World Knowledge

Wang et al. NAACL 2018. Modeling Semantic 
Plausibility by Injecting World Knowledge
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Injecting World Knowledge

Wang et al. NAACL 2018. Modeling Semantic 
Plausibility by Injecting World Knowledge
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Ordinal Commonsense Inference

T: A person flips a coin.

H: That flip comes up heads.

T: An animal eats food. 

H: A person eats food.

Plausible but not entailed

Zhang et al. TACL 2017. Ordinal Common-sense Inference
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Comet: Commonsense Transformers

Bosselut et al. 2019. COMET : Commonsense Transformers for 
Automatic Knowledge Graph Construction
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Knowledge
in

Language Inference
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Inference with CS Knowledge

� Natural language inference
u Premise: A lady standing in a wheat field.
u Hypothesis: A person standing in a corn field.

� Commonsense reasoning
u The trophy doesn’t fit in the suitcase because it is too big. 

What is too big?
Answer 0: the trophy
Answer 1: the suitcase
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Natural Language Inference

Bowman S R, Angeli G, Potts C, et al. A large annotated corpus 
for learning natural language inference[J]. EMNLP 2015.

Williams A, Nangia N, Bowman S R. A broad-coverage challenge 
corpus for sentence understanding through inference[J]. NAACL 2017.
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Natural Language Inference

Chen et al. ACL 2018. Neural Natural Language Inference 
Models Enhanced with External Knowledge.

synonymy, antonymy, hypernymy and hyponymy
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Winograd Schema Challenge

� Winograd schema
u Two parties mentioned
u A pronoun or possessive adjective
u The question involves determining the referent of the 

pronoun or possessive adjective
u If alternate word is replaced, answer changes

The city councilmen refused the demonstrators a 
permit because they [feared/advocated] violence.
Who feared/advocated violence?
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Commonsense Reasoning with LM

Trinh and Le. A Simple Method for Commonsense Reasoning

PDP-60: language model ensembles 70%
WSC-273: language model ensembles 63%
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Knowledge Enhanced Embeddings

Liu et al. 2016. Commonsense Knowledge Enhanced Embeddings for Solving 
Pronoun Disambiguation Problems in Winograd Schema Challenge
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Knowledge Enhanced Embeddings

Liu et al. 2016. Commonsense Knowledge Enhanced Embeddings for Solving 
Pronoun Disambiguation Problems in Winograd Schema Challenge
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Knowledge Enhanced Embeddings

Liu et al. 2016. Commonsense Knowledge Enhanced Embeddings for Solving 
Pronoun Disambiguation Problems in Winograd Schema Challenge
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Unsupervised Deep Structured Semantic 
Models for Commonsense Reasoning

Wang et al. NAACL 2019. Unsupervised Deep Structured 
Semantic Models for Commonsense Reasoning
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Knowledge
in

Reading Comprehension
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An Evaluation of Commonsense 
Causal Reasoning (2011)
� Choice Of Plausible Alternatives (COPA): measuring

the ability of resolving commonsense causality

Roemmele et al. 2011. Choice of Plausible Alternatives: An Evaluation of 
Commonsense Causal Reasoning. AAAI 2011 spring symposium
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A Large-Scale Adversarial Dataset for 
Grounded Commonsense Inference

Zeller et al. EMNLP 2018. Swag: A Large-Scale Adversarial 
Dataset for Grounded Commonsense Inference.
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A Large-Scale Adversarial Dataset for 
Grounded Commonsense Inference
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Commonsense QA

Talmor et al. 2018. COMMONSENSE QA: A Question Answering 
Challenge Targeting Commonsense Knowledge



39

Commonsense QA

Talmor et al. 2018. COMMONSENSE QA: A Question Answering 
Challenge Targeting Commonsense Knowledge
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Knowledgeable Reader (Cloze Test)

Mihaylov and Frank. 2018. Knowledgeable Reader: Enhancing Cloze-
Style Reading Comprehension with External Commonsense Knowledge 
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Knowledgeable Reader
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Event2Mind

Rashkin et al. 2018. Event2Mind: Commonsense 
Inference on Events, Intents, and Reactions 
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Event2Mind

Rashkin et al. 2018. Event2Mind: Commonsense 
Inference on Events, Intents, and Reactions 
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Event2Mind

Rashkin et al. 2018. Event2Mind: Commonsense 
Inference on Events, Intents, and Reactions 
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Modeling Naive Psychology in
commonsense stories

Rashkin et al. 2018. Modeling Naive Psychology of Characters in 
Simple Commonsense Stories 

� Mental state: motivation and emotional reaction
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Modeling Naive Psychology in
commonsense stories

Rashkin et al. 2018. Modeling Naive Psychology of Characters in 
Simple Commonsense Stories 
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Cloze-style Machine Commonsense 
Reading Comprehension

Zhang et al. 2018. ReCoRD: Bridging the Gap between Human Co and 
Machine Commonsense Reading Comprehension
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Knowledge
in

Dialog Generation
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Commonsense Knowledge

� Commonsense knowledge consists of facts about the everyday 

world, that all humans are expected to know. (Wikipedia)
u Lemons are sour
u Tree has leafs
u Dog has four legs

� Commonsense Reasoning ~ Winograd Schema Challenge:
• The trophy would not fit in the brown suitcase because it was 

too big. What was too big?
• The trophy would not fit in the brown suitcase because it was 

too small. What was too small? 
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Commonsense Knowledge

asthma

lung disease respiratory 
disease

air pollution

chest tightness

avoiding triggers

IsA
IsA

Caused_by

Caused_by
Prevented_by
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asthma

lung disease respiratory disease

air pollution

chest tightness
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IsA
IsA
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Caused_by
Prevented_by

Commonsense Knowledge
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asthma

lung disease respiratory 
disease

air pollution

chest tightness

avoiding triggers

IsA
IsA

Caused_by

Caused_byPrevented_by

Post: I have an asthma since three years old.
Triples in knowledge graph:
(lung disease, IsA, asthma )

(asthma, Prevented_by, avoiding triggers)

From ConceptNet

Commonsense Knowledge
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asthma

lung disease respiratory 
disease

air pollution

chest tightness

avoiding triggers

IsA
IsA

Caused_by

Caused_byPrevented_by

Post: I have an asthma since three years old.
Triples in knowledge graph:
(lung disease, IsA, asthma )

(asthma, Prevented_by, avoiding triggers)

From ConceptNet

Response: I am sorry to hear that. Maybe avoiding 
triggers can prevent asthma attacks.

Commonsense Knowledge in Chatbots
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asthma

lung disease respiratory 
disease

air pollution

chest tightness

avoiding triggers

IsA
IsA

Caused_by

Caused_by
Prevented_by

From ConceptNet

Commonsense Knowledge in Chatbots
Post: I have an asthma since three years old.

Triples in knowledge graph:
(lung disease, IsA, asthma )

(asthma, Prevented_by, avoiding triggers)
Response: I am sorry to hear that. Maybe avoiding 
triggers can prevent asthma attacks.
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Commonsense-aware Dialog Generation

Input: I have asthma since three years old.

Output: It is good for you to avoid triggers.

Graph
Embedding

Knowledge
Aware
Encoder

Knowledge
Aware
Decoder

Graph
Attention
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Static graph attention: encoding semantics in graph,
Feeding knowledge-enhanced info. into the encoder

Commonsense Knowledge in Chatbots
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Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

Commonsense Knowledge in Chatbots

Not_A_Fact Triple Vector
Word Vector

Key Entity
Neighboring Entity
Attended Entity

Not_A_Fact Triple
Attended Graph
Previously Selected Triple Vector

st-1
…

a

…
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Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

Commonsense Knowledge in Chatbots

Not_A_Fact Triple Vector
Word Vector

Key Entity
Neighboring Entity
Attended Entity
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Knowledge
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Generator

Knowledge 
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Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

Commonsense Knowledge in Chatbots
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Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

Commonsense Knowledge in Chatbots
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Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

Commonsense Knowledge in Chatbots

Not_A_Fact Triple Vector
Word Vector

Key Entity
Neighboring Entity
Attended Entity

Not_A_Fact Triple
Attended Graph
Previously Selected Triple Vector

st-1
…

a

Knowledge
Aware

Generator

Knowledge 
Graph

…

lack
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Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

Commonsense Knowledge in Chatbots
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Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

Commonsense Knowledge in Chatbots
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Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

Commonsense Knowledge in Chatbots
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Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

Commonsense Knowledge in Chatbots
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Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

Commonsense Knowledge in Chatbots
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� Dataset: filtered from 10M reddit single-round dialogs 

Commonsense Knowledge in Chatbots
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Automatic evaluation

Manual evaluation (Sign-test, p-value<0.005)

Commonsense Knowledge in Chatbots

Hao Zhou, Tom Yang, Minlie Huang, Haizhou Zhao, Jingfang Xu, Xiaoyan Zhu.
Commonsense Knowledge Aware Conversation Generation with Graph 
Attention. IJCAI-ECAI 2018, Stockholm, Sweden.



69

Generation Examples 1

� Seq2Seq: I'm not sure how to answer that. I'm not sure how to make a 
date.

� MemNet: I'm assuming he's married to a gay marriage?

� CopyNet: I'm sorry, I'm not sure what you mean by that.

� CCM: I'm pretty sure he's going to be engaged in the next 6 months.

Post: He proposed March 5th. We will be married October 10th. 
So 7 months
Knowledge: (engaged, RelatedTo, married), (wedding, RelatedTo, 
married), (miss, DistinctFrom, married), (March, RelatedTo, 
months) 
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Generation Examples 2

� Seq2Seq: I was thinking the same thing.

� MemNet: I thought it was a dead end.

� CopyNet: I think it's a bit of a stretch.

� CCM: I thought it was doug's death. I was thinking the 

same thing.

Post: Totally thought it was going to be doug's grave.
Knowledge: (thought, RelatedTo, thinking), (doug, HasProperty, 
dead), (dead, RelatedTo, grave), (grave, RelatedTo, death)
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Knowledge in
Story Ending Generation
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Story Ending Generation

• Given a story context, conclude the story and complete 

the plot (reasonable in logic and causality)

Context: Today is Halloween .
Jack is so excited to go trick or treating tonight .
He is going to dress up like a monster .
The costume is real scary .

He hopes to get a lot of candy .Ending : 
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Story Ending Generation

Generating a good ending requires:

• Representing the context clues which contain key information for 

planning a reasonable ending

• Using implicit knowledge (e.g., commonsense knowledge) to 

facilitate understanding of the story and better predict what will 

happen next.
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Finding context clues: plan the order of events and entities.

Logic: Story Ending Generation

Jian Guan, Yansen Wang, Minlie Huang. Story Ending 
Generation with Incremental Encoding and 
Commonsense Knowledge. AAAI 2019
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Commonsense knowledge

Logic: Story Ending Generation
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Task Overview

• Given a story context consisting of a sentence sequence:

! = {!$, !& , !&, … , !(}, where !* = +$(*)+&(*) … +./
(*)

• The model should generate a one-sentence ending:

0 = 1$1& …1.
• Formally:
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Incremental Encoding

Logic: Story Ending Generation

Multi-Source Attention
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Attention to the knowledge base: static graph attention

Logic: Story Ending Generation

Graph attention
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Model--- Encoder

Possible solutions for encoding:

• Concatenating the K sentences to a long sentence and encoding it 

with an LSTM

• Using a hierarchical LSTM with hierarchical attention (Yang et al. 

2016)

• Incremental Encoding (our proposal)
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Model --- Encoder

Incremental Encoding
• Effective to represent the context clues which may capture 

the key logic information.
• The current sentence !"
• An attentive read of the preceding sentence !"#$: &'(

(")

• Story ending generation:
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Model ---Encoder

Context vector

• Capture the relationship between words (or states) in the current 

sentence and those in the preceding sentence

• Encode implicit knowledge that is beyond the text

• Formally:

• !"#
(%) is called state context vector pointing to '%()

• !*#
(%) is called knowledge context vector pointing to '%()
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Model --- Encoder

• Knowledge context vector• State context vector
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Model --- Knowledge

Knowledge graph retrieval

• ConceptNet: a commonsense semantic network

• Consists of triples ! = ($, &, ') meaning that head concept 

$ has the relation & with tail concept '
• e.g. (costume, /R/MannerOf, dress)

• Each word in a sentence is used as a query to retrieve a 

one-hop graph from ConceptNet.
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Model --- Knowledge

• The knowledge graph for a word extends (encodes) its meaning 

by representing the graph from neighboring concepts and 

relations.

• Graph Attention (Velikovi et al. 2018; Zhou et al. 2018)

• Contextual attention (Mihaylov and Frank 2018)
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Model --- Knowledge

• Contextual Attention• Graph Attention
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Model --- Knowledge

• Impose supervision on both the encoding network and 
decoding network
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Datasets

• ROCStories corpus
• Each story consists of five sentences, our task is to generate the 

ending given the first 4 sentence
• 90,000 for training and 8,162 for evaluation
• Average length of !"/!$/!%/!&/' is 8.9/9.9/10.1/10.0/10.5

• ConceptNet
• Only retrieve the relations whose head entity and tail entity are 

noun or verb, meanwhile both occurring in SCT.
• Retain at most 10 triples if there are too many for a word.
• Average number of triples for each query word is 3.4
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Metrics

• Automatic Evaluation
• Perplexity, BLEU-1 and BLEU-2

• How well a model fits the data

• Manual Evaluation
• Grammar (Gram.)

• Score 2 : without any grammar errors
• Score 1 : with a few errors but still understandable
• Score 0 : with severe errors and incomprehensible

• Logicality (Logic.)
• Score 2 : totally reasonable endings
• Score 1 : relevant but with some discrepancy
• Score 2 : totally incompatible endings
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Results
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Examples
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Generation Examples

Story 2:
Context:
Martha is cooking a special meal for her family.
She wants everything to be just right for when they eat.
Martha perfects everything and puts her dinner into the oven.
Martha goes to lay down for a quick nap.
Generated Ending:
When she gets back to the kitchen, she sees a burning light 
on the stove.

Story 1:
Context:
Taj has never drank an espresso drink.
He ordered one while out with his friends.
The shot of espresso tasted terrible to him.
Taj found that he couldn't stop talking or moving.
Generated Ending:
He decided to never drink again.
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“Logic Chains”: Contextual Clue

Building context clues incrementally
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Knowledge-grounded Dialog
Generation

A Dataset for Document Grounded Conversations (Zhou et al., 2018)
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Knowledge-grounded Dialog
Generation

A Dataset for Document Grounded Conversations (Zhou et al., 2018)
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Knowledge-grounded Dialog
Generation

Wizard of Wikipedia: Knowledge-Powered Conversational agents. Dinan et al. 2018.
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Summary
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Thanks for Your Attention
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