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Types of Conversational AI Systems
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From prof. M Ostendorf, with edits

Ideal Bot
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Issues Vary for Different Paradigms

ASSISTANT

*Task intents

*Slot filling

*Narrow options 

& execute tasks

*Reward = timely
task completion

Constrained 
domains

Conversational AI

System Components

Speech/language

understanding

Dialog management

Language generation

SOCIALBOT
*Social & info

*Intents

*Grounding

*Learn about interests

*Make suggestions

*R=user engagement

Open 
domains

Structured
KB+DB

Back-end application Unstructured
Data & Info

From prof. M Ostendorf, with edits
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Good Examples from DLModels

User�'�21
�&#�	'�1�7�4&���/� 
��3"(1
�

The happiest person is not the one who gets the best thing,
instead who cherishes what she/he already has.

Machine:&1�����8/�5�1�2
Agree, I will cherish my happiness too.

User:%:���9!)-����
Time is a killer…

Machine:�&6)1
I am the one who was killed.

User:��.��$��5�1�50�
Afraid to be lonely, but wont’ give up my little freedom.

Machine:���+,�
*(
;���
I want to wander, but no one accompany me.
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Bad Examples are More!

User: ���
" *�$��
Ohh, he does not love you that much.

Machine:�'%����
�
A happy day starts.

User:���
����+��
Back to Beijing now. So cold so happy!

Machine:����!����
When will you come to Beijing?

User:�!)�#�
I come from Shanghai.

Machine�&���!)#��(	�
So cool, I am from Hainan, the same province!



9

Controllability of Language Generation

� Three fundamental problems in current neural

language generation models
u Semantics
uConsistency (long text generation)
u Logic (reasonable and making sense)
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Bad Examples are More!

User:
�&��
$�:-�����31
J��
User:G
1��'�67�
$�:H�75'I��2�6�
User:
1
J��,��75'�6�
$�:6�
J���4��=@)��
J���

User:
# !� How large is your house?
$�:F�+%A5'M��
So soon to reveal my age?

User:
19K�	:E1�;��
Are you vegan or meatatarian?
$�:,��<
How can I lose weight?

User:/L�"�
$�:G0/�C�
User:?�
.>7(B�H
$�:1��
User:���-8�

$�:��

*
D
$
�

���	�
�� Context issue


�	�
�� Semanticunderstanding

���������
Inconsistency inpersonality

Xiaoice by MSRA
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AI Ethics, a More Serious Issue

Picture from Prof. Frank Rudzicz, University of Toronto
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� One-to-many: one input, many many possible responses

� Knowledge & Reasoning: real understanding requires

various knowledge, world facts, commonsense, etc.

� Situational Context
uWho are you talking with?

• Stranger, or friend?
u His mood and emotion?
u Shared backgrounds that are only accessible by two
acquaintances

Challenges in Conversational Systems
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Challenges in Conversational Systems

Semantics Consistency Interactiveness

Content,
Context,
Scene

Personality,
Personalization,
Language Style

Emotion
&

Sentiment

Strategy,
Behavior

Open-domain + Open-topic
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Open-domain Conversational Systems

� Behaving more interactively:
u Perceiving and Expressing Emotions (AAAI 2018)
u Proactive Behavior by Asking Good Questions (ACL 2018)
u Controlling Sentence Function (ACL 2018)
u Topic Change (SIGIR 2018)

� Behaving more consistently:
u Explicit Personality Assignment (IJCAI-ECAI 2018)

� Behaving more intelligently with semantics:
u Better Understanding and Generation Using Commonsense
Knowledge (IJCAI-ECAI 2018 distinguished paper)

u Discourse parsing in multi-party dialogues (AAAI 2019)
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Open-domain Conversational Systems

� Behaving more interactively:
u Perceiving and Expressing Emotions (AAAI 2018)
u Proactive Behavior by Asking Good Questions (ACL 2018)
u Controlling Sentence Function (ACL 2018)
u Topic Change (SIGIR 2018)

� Behaving more consistently:
u Explicit Personality Assignment (IJCAI-ECAI 2018)

� Behaving more intelligently with semantics:
u Better Understanding and Generation Using Commonsense

Knowledge (IJCAI-ECAI 2018 distinguished paper)
u Discourse parsing in multi-party dialogues (AAAI 2019)

① Emotional Chatting Machine: Emotional Conversation Generation with Internal and 
External Memory. AAAI 2018.

② Assigning personality/identity to a chatting machine for coherent conversation 
generation. IJCAI-ECAI 2018.

③ Commonsense Knowledge Aware Conversation Generation with Graph Attention.
IJCAI-ECAI 2018.

④ Learning to Ask Questions in Open-domain Conversational Systems with Typed 
Decoders. ACL 2018.

⑤ Generating Informative Responses with Controlled Sentence Function. ACL 2018.
⑥ Chat more: deepening and widening the chatting topic via a deep model. SIGIR 2018.
� A Deep Sequential Model for Discourse Parsing on Multi-Party Dialogues. AAAI 2019.
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Interactiveness:
Emotion Perception and Expression
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Post Response

Emotion
Classifier

Emotional Chatting
Machine

Social Interaction Data
Emotion
Tagged

data

����
 ���	
 ���

…

…

Our work was reported by MIT Technology Review, the Guardian, Cankao News, Xinhua News Agency etc.

Prof Björn Schuller: “an important step” towards personal assistants that could read the emotional 
undercurrent of a conversation and respond with something akin to empathy.

�	��	����
 ��� ����	--��
 	������ �� ������	
�
�-	� �� ������
	�	
 ���	

�
	��	

Post Response

Post Response

Post Response

Emotional Chatting Machine

•Hao Zhou, Minlie Huang, Xiaoyan Zhu, Bing Liu. Emotional Chatting Machine: 
Emotional Conversation Generation with Internal and External Memory. AAAI 2018.
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Emotional Chatting Machine

� Emotion category embedding: High level abstraction of emotions

� Emotion internal state: Capturing the change of emotion state during
decoding

� Emotion external memory: Treating emotion/generic words differentially
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Emotional Chatting Machine

� Internal emotion memory : “emotional responses are 

relatively short lived and involve changes” (Gross, 1998; 

Hochschild, 1979) 
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Emotional Chatting Machine

� Internal emotion memory : “emotional responses are 

relatively short lived and involve changes” (Gross, 1998; 

Hochschild, 1979) 
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Emotional Chatting Machine

� Internal emotion memory : “emotional responses are 

relatively short lived and involve changes” (Gross, 1998; 

Hochschild, 1979) 
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Emotional Chatting Machine

� External emotion memory: generic words

(person) and emotion words (lovely)

St-1 St

yt-1=lovely

Type
Selector

Emotional Generic

yt=person

Type
Selector

Emotional Generic

Decoder’s state
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Emotional Chatting Machine

� External emotion memory: generic words

(person) and emotion words (lovely)
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Emotional Chatting Machine

� Emotion Classification Dataset: the Emotion Classification 

Dataset of NLPCC 2013&2014
u 23,105 sentences collected from Weibo 

� The STC dataset: a conversation dataset from (Shang et al., 

2015)
u 219,905 posts and 4,308,211 responses
u Each post has about 20 responses
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Emotional Chatting Machine

u Automatic Evaluation
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Emotional Chatting Machine

Score distribution

Preference test
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Emotional Chatting Machine

•Hao Zhou, Minlie Huang, Xiaoyan Zhu, Bing Liu. Emotional Chatting Machine: 
Emotional Conversation Generation with Internal and External Memory. AAAI 2018.
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More Examples

)>
emotion

Post:>�a*A�T(�DDD
DDD

Other ��/���4�
�2 Like ��9�4�K��
S: ��� *A,�37�,

�( DisgustG/�J��5CI
+' Angry &	��
	)��
%
 Happy ��9�4:���

)>
emotion

Post:o��Q@agE�F�H�aUK
%�

Other G/A<A<��
�2 Like �7�9A<��
S: ��� ���9M2153
#5 ��
��
� Q@agE�43$�
+' Angry 060*$?#9�
%
 Happy �����89A<�

)>
emotion

Post:��N!;��a�,�8�
t=I/Q)i"d<��

Other G@"/BH���
�2 Like G@"�0-��
S: ��� G19@"��F�
�( DisgustQI/�+C�B%
+' Angry QI/?ip*(�
%
 Happy ���G@"�0-�

)>
emotion

	�
��:P�.?��s-OF�� -&
a�

Other .E!/��.E
�2 Like .E/����9� 
S: ��� 9.?��S:a -
#5 ��
��
� ��L D=��� �
+' Angry �;������3,���
%
 Happy 9.?��03a -

•Hao Zhou, Minlie Huang, Xiaoyan Zhu, Bing Liu. Emotional Chatting Machine: 
Emotional Conversation Generation with Internal and External Memory. AAAI 2018.
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Emotion Interaction Patterns

LikeàLike (empathy)
Sadness àSadness (empathy)

Sadness àLike (comfort)

Disgust à Disgust (empathy)

Disgust à Like (comfort)

Anger à Disgust

HappinessàLike

•Hao Zhou, Minlie Huang, Xiaoyan Zhu, Bing Liu. Emotional Chatting Machine: 
Emotional Conversation Generation with Internal and External Memory. AAAI 2018.
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Interactiveness:
Behaving More Proactively

by
Asking Good Questions
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Asking Questions in Conversational Systems

Yansen Wang, Chenyi Liu, Minlie Huang, Liqiang Nie.
Learning to ask questions in open-domain conversation systems. ACL 2018.
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� Asking good questions requires scene understanding

.��������
� ��	
 

 ��		�� ���
����� 	���
�

Friends? Place? Food? Persons? Bill?…

WHO WHERE HOW-MANYHOW-ABOUT WHO

Scene: Dining at a restaurant

Asking Questions in Conversational Systems

Yansen Wang, Chenyi Liu, Minlie Huang, Liqiang Nie.
Learning to ask questions in open-domain conversation systems. ACL 2018.
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� Responding + asking (Li et al., 2016)

� Key proactive behaviors (Yu et al., 2016)

� Asking good questions are indication ofmachine understanding

� Key differences to traditional question generation (eg., reading
comprehension):
u Different goals: Information seeking vs. Enhancing interactiveness

and persistence of human-machine interactions
u Various patterns: YES-NO, WH-, HOW-ABOUT, etc.
u Topic transition: from topics in post to topics in response

Asking Questions in Conversational Systems
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� A good question is a natural composition of
u Interrogatives for using various questioning patterns
u Topic words for addressing interesting yet novel topics
uOrdinary words for playing grammar or syntactic
roles

Asking Questions in Conversational Systems
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� Typed decoders: soft typed decoder

Asking Good Questions

Yansen Wang, Chenyi Liu, Minlie Huang, Liqiang Nie.
Learning to ask questions in open-domain conversation systems. ACL 2018.
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� Typed decoders: hard typed decoder

Asking Good Questions

Yansen Wang, Chenyi Liu, Minlie Huang, Liqiang Nie.
Learning to ask questions in open-domain conversation systems. ACL 2018.

For each post:
• A set of interrogatives
• A list of topic words
• Others for ordinary words

Topic words:
• Training -- nouns, verbs
• Test – predicted by PMI
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Asking Good Questions

� Type prediction at each decoding position

1 2 3 4 5 6Decoding steps
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� Dataset: 490,000 post-response pairs collected

from Weibo; 5,000 for test, 5000 for validation
u All responses are of questioning form

� 66,547 different words, and 18,717 words appear 

more than 10 times 

Datasets
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Baselines

• Seq2Seq: A simple encoder-decoder model (Luong et al., 2015)

• Mechanism-Aware (MA): Multiple responding mechanisms 
represented by real-valued vectors (Zhou et al., 2017)

• Topic-Aware (TA): Topic Aware Model by incorporating topic 
words (Xing et al., 2017)

• Elastic Responding Machine (ERM): Enhanced MA using 
reinforcement learning (Zhou et al., 2018)
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Results
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� Manual evaluation: Appropriateness, richness,
willingness

Yansen Wang, Chenyi Liu, Minlie Huang, Liqiang Nie.
Learning to ask questions in open-domain conversation systems. ACL 2018.

Results
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Examples

Yansen Wang, Chenyi Liu, Minlie Huang, Liqiang Nie.
Learning to ask questions in open-domain conversation systems. ACL 2018.
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Interactiveness:
Achieving Different Speaking Purposes

by
Controlling Sentence Function
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� Sentence function indicates different conversational 

purposes.
Acquire further information from users
(e.g. WHY, WHAT, …)

Make statements to state or explain
(e.g. AND, BUT, …)

Controlling Sentence Function

Generating Informative Responses with Controlled Sentence Function. ACL 2018.

���� ��������

��	�������
��

Interrogative

Imperative

Declarative

Make requests, instructions or invitations
(e.g. LET’S, PLEASE, …)
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� Response with controlled sentence function requires a global 

plan of function-related, topic and ordinary words.

���� ��������

��	�������
��

Interrogative

Imperative

Declarative

Controlling Sentence Function

What did you have at breakfast?
(Acquire further information from users)

Let’s have dinner together !
(Make requests, instructions or invitations)

Me, too. But you ate too much at lunch.
(Make statements to state or explain)

Function-related words Topic words Ordinary words
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Controlling Sentence Function

� Key differences to other controllable text generation tasks:
u Global Control: adjust the global structure of the entire text, 

including changing word order and word patterns
u Compatibility: controllable sentence function + informative 

content

� Solutions:
u Continuous Latent Variable: project different sentence functions 

into different regions in a latent space + capture word patterns within 
a sentence function

u Type Controller: arrange different types of words at proper 
decoding positions by estimating a distribution over three word types
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� Conditional Variational Autoencoder (CVAE) Framework

Controlling Sentence Function
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� Dataset: post-response pairs with sentence function 

labels

Controlling Sentence Function

Pei Ke, Jian Guan, Minlie Huang, Xiaoyan Zhu.
Generating Informative Responses with Controlled Sentence Function. ACL 2018.
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� Automatic Evaluation: Perplexity, Distinct-1/2, 

Accuracy

Controlling Sentence Function
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� Manual Evaluation: Grammaticality, Appropriateness, 

Informativeness

Controlling Sentence Function

Pei Ke, Jian Guan, Minlie Huang, Xiaoyan Zhu.
Generating Informative Responses with Controlled Sentence Function. ACL 2018.
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� Words and Patterns in Function Control

Controlling Sentence Function
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� Case Study

Controlling Sentence Function

Function-related words

Topic words

Ordinary words
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Consistency:
Behaving More Consistently

with
Personality
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Personality of Conversational Systems

� Personality is important for game, custom service, etc.

User:
����
�
:���������(��
User:%
�����!"�
�
:&�75�'����!�
User:
��(����	75��!�
�
:!��(��� ��#$���
(���
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Personality of Conversational Systems

� Passing the Turning Test?
u Deep semantic understanding
u Existing chatting machine lacks identity or personality

� Personality is a well-defined concept in psychology(Norman, 1963; 
Gosling et al., 2003)

� Extremely subtle, implicit in language expression:
u Age, gender, language, speaking style,  level of knowledge, areas of 

expertise

� Existing works
u Implicit personalization: learn implicit conversation style (Li et al.,

2016; Al-Rfou et al., 2016)
u Require dialogue data from different users with user attributes tagged
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� Deliver coherent conversations w.r.t. identity/personality

UserA: how old are you?
UserB: I am six.

UserA: do you like to play piano?
UserB: I play violin.

Generic Dialogue Data for Training Pre-specified Chatbot Profile

Personality-coherent
Chatbot

User: how old are you?
Machine: I am three years old.

User: do you like to play piano?
Machine: Yes, I play piano.

Personality of Conversational Systems

Generated Dialogues
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Encoder

Profile
detector

Position
detector

Decoder

•Qiao Qian, Minlie Huang, Haizhou Zhao, Jingfang Xu, Xiaoyan Zhu. Assigning personality/identity 
to a chatting machine for coherent conversation generation. IJCAI-ECAI 2018.

Personality of Conversational Systems
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� WD: 9,697,651 post-response pairs from Weibo

� 76,930 pairs from WD for 6 profile keys (name, gender, age, 

city, weight, constellation) with about 200 regular 

expression patterns, each annotated to positive or negative

� 42,193 positive pairs, each mapped to one of the keys

� Manual Dataset: real, human-written conversational posts

Datasets
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Post-level evaluation

Session-level evaluation

Generated sample responses that exhibit session-level
consistency

•Qiao Qian, Minlie Huang, Haizhou Zhao, Jingfang Xu, Xiaoyan Zhu. Assigning personality/identity 
to a chatting machine for coherent conversation generation. IJCAI-ECAI 2018.

Results
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Semantics:
Better Understanding and Generation

with
Commonsense Knowledge
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Commonsense Knowledge

� Commonsense knowledge consists of facts about the everyday 

world, that all humans are expected to know. (Wikipedia)
u Lemons are sour
u Tree has leafs
u Dog has four legs

� Commonsense Reasoning ~ Winograd Schema Challenge:
• The trophy would not fit in the brown suitcase because it was 

too big. What was too big?
• The trophy would not fit in the brown suitcase because it was 

too small. What was too small? 
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Commonsense Knowledge

asthma

lung disease respiratory 
disease

air pollution

chest tightness

avoiding triggers

IsA
IsA

Caused_by

Caused_by
Prevented_by
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asthma

lung disease respiratory disease

air pollution

chest tightness

avoiding triggers

IsA
IsA

Caused_by

Caused_by
Prevented_by

Commonsense Knowledge
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asthma

lung disease respiratory 
disease

air pollution

chest tightness

avoiding triggers

IsA
IsA

Caused_by

Caused_byPrevented_by

Post: I have an asthma since three years old.
Triples in knowledge graph:
(lung disease, IsA, asthma )

(asthma, Prevented_by, avoiding triggers)

From ConceptNet

Commonsense Knowledge
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asthma

lung disease respiratory 
disease

air pollution

chest tightness

avoiding triggers

IsA
IsA

Caused_by

Caused_byPrevented_by

Post: I have an asthma since three years old.
Triples in knowledge graph:
(lung disease, IsA, asthma )

(asthma, Prevented_by, avoiding triggers)

From ConceptNet

Response: I am sorry to hear that. Maybe avoiding 
triggers can prevent asthma attacks.

Commonsense Knowledge in Chatbots
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asthma

lung disease respiratory 
disease

air pollution

chest tightness

avoiding triggers

IsA
IsA

Caused_by

Caused_by
Prevented_by

From ConceptNet

Commonsense Knowledge in Chatbots
Post: I have an asthma since three years old.

Triples in knowledge graph:
(lung disease, IsA, asthma )

(asthma, Prevented_by, avoiding triggers)
Response: I am sorry to hear that. Maybe avoiding 
triggers can prevent asthma attacks.
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Commonsense Knowledge in Chatbots

Encoding the retrieved
knowledge graphs for each word

Decoding words by attending to
knowledge graphs and then to triples

Input: why are you so breakable?

Output: Because I’m a brittle man.
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Static graph attention: encoding semantics in graph,
Feeding knowledge-enhanced info. into the encoder

Commonsense Knowledge in Chatbots
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Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

Commonsense Knowledge in Chatbots

Not_A_Fact Triple Vector
Word Vector

Key Entity
Neighboring Entity
Attended Entity

Not_A_Fact Triple
Attended Graph
Previously Selected Triple Vector

st-1
…

a

…
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Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

Commonsense Knowledge in Chatbots

Not_A_Fact Triple Vector
Word Vector

Key Entity
Neighboring Entity
Attended Entity

Not_A_Fact Triple
Attended Graph
Previously Selected Triple Vector

st-1
…

a

Knowledge
Aware

Generator

Knowledge 
Graph

…
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Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

Commonsense Knowledge in Chatbots

Not_A_Fact Triple Vector
Word Vector

Key Entity
Neighboring Entity
Attended Entity

Not_A_Fact Triple
Attended Graph
Previously Selected Triple Vector

st-1
…

a

Knowledge
Aware

Generator

Knowledge 
Graph

…
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Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

Commonsense Knowledge in Chatbots

Not_A_Fact Triple Vector
Word Vector

Key Entity
Neighboring Entity
Attended Entity

Not_A_Fact Triple
Attended Graph
Previously Selected Triple Vector

st-1
…

a

Knowledge
Aware

Generator

Knowledge 
Graph

…
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Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

Commonsense Knowledge in Chatbots

Not_A_Fact Triple Vector
Word Vector

Key Entity
Neighboring Entity
Attended Entity

Not_A_Fact Triple
Attended Graph
Previously Selected Triple Vector

st-1
…

a

Knowledge
Aware

Generator

Knowledge 
Graph

…

lack
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Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

Commonsense Knowledge in Chatbots

Not_A_Fact Triple Vector
Word Vector

Key Entity
Neighboring Entity
Attended Entity

Not_A_Fact Triple
Attended Graph
Previously Selected Triple Vector

st-1
…

a

Knowledge
Aware

Generator

Knowledge 
Graph

…

lack

st

lack
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Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

Commonsense Knowledge in Chatbots

Not_A_Fact Triple Vector
Word Vector

Key Entity
Neighboring Entity
Attended Entity

Not_A_Fact Triple
Attended Graph
Previously Selected Triple Vector
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Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

Commonsense Knowledge in Chatbots

Not_A_Fact Triple Vector
Word Vector

Key Entity
Neighboring Entity
Attended Entity

Not_A_Fact Triple
Attended Graph
Previously Selected Triple Vector

st-1
…
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Graph

…

lack

st

lack

Knowledge 
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of
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Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

Commonsense Knowledge in Chatbots

Not_A_Fact Triple Vector
Word Vector

Key Entity
Neighboring Entity
Attended Entity

Not_A_Fact Triple
Attended Graph
Previously Selected Triple Vector

st-1
…

a

Knowledge
Aware

Generator

Knowledge 
Graph

…
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Knowledge 
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Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

Commonsense Knowledge in Chatbots
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� Dataset: filtered from 10M reddit single-round dialogs 

Commonsense Knowledge in Chatbots
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Automatic evaluation

Manual evaluation (Sign-test, p-value<0.005)

Commonsense Knowledge in Chatbots

Hao Zhou, Tom Yang, Minlie Huang, Haizhou Zhao, Jingfang Xu, Xiaoyan Zhu.
Commonsense Knowledge Aware Conversation Generation with Graph 
Attention. IJCAI-ECAI 2018, Stockholm, Sweden.
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Generation Examples 1

� Seq2Seq: I'm not sure how to answer that. I'm not sure how to make a 
date.

� MemNet: I'm assuming he's married to a gay marriage?

� CopyNet: I'm sorry, I'm not sure what you mean by that.

� CCM: I'm pretty sure he's going to be engaged in the next 6 months.

Post: He proposed March 5th. We will be married October 10th. 
So 7 months
Knowledge: (engaged, RelatedTo, married), (wedding, RelatedTo, 
married), (miss, DistinctFrom, married), (March, RelatedTo, 
months) 



83

Generation Examples 2

� Seq2Seq: I was thinking the same thing.

� MemNet: I thought it was a dead end.

� CopyNet: I think it's a bit of a stretch.

� CCM: I thought it was doug's death. I was thinking the 

same thing.

Post: Totally thought it was going to be doug's grave.
Knowledge: (thought, RelatedTo, thinking), (doug, HasProperty, 
dead), (dead, RelatedTo, grave), (grave, RelatedTo, death)
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Logic:
Story Ending Generation
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Find context clues: plan the order of events and entities.

Logic: Story Ending Generation

Story Ending Generation with Incremental Encoding and 
Commonsense Knowledge AAAI 2019

https://scholar.google.com/scholar?oi=bibs&cluster=13136733550716745125&btnI=1&hl=zh-CN
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Commonsense knowledge

Logic: Story Ending Generation
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Incremental Encoding

Logic: Story Ending Generation

Multi-Source Attention
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Attention to the knowledge base: static graph attention

Logic: Story Ending Generation

Graph attention
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Experiment

� ROCStories, 90,000 for training, 8912 for test
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Logic: Story Ending Generation

Story 2:
Context:
Martha is cooking a special meal for her family.
She wants everything to be just right for when they eat.
Martha perfects everything and puts her dinner into the oven.
Martha goes to lay down for a quick nap.
Generated Ending:
When she gets back to the kitchen, she sees a burning light 
on the stove.

Story 1:
Context:
Taj has never drank an espresso drink.
He ordered one while out with his friends.
The shot of espresso tasted terrible to him.
Taj found that he couldn't stop talking or moving.
Generated Ending:
He decided to never drink again.
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Logic: Story Ending Generation

Building context clues incrementally



92

Summary

� Semantics, consistency, interactiveness

� Emotion, personality, and knowledge

� Still a long way to go: existing conversational systems

are still far from human-like
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Future Research Problems

� Multi-modality emotion perception and expression (voice,
vision, text)

� Personality, identity, styleà �human-like robot�
u Introvert or extrovert
u Personalized (style, or profile)

� Learning to learn (lifelong learning)
u Grow up from interactions with human partners and
environment
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Thanks for Your Attention
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