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The Turing Test (1950)

{Computing Machinery and Intelligence)
“Can machines think?” > Q

1912--1954

Q: Please write me a sonnet on the subject of the Forth Bridge.
A: Count me out on this one. | never could write poetry.

Q: Add 34957 to 70764.
A: (Pause about 30 seconds and then give as answer) 105621.
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Eliza 1966

* Created by MIT professor
Joseph Weizenbaum

» Features
* Hand-crafted scripts
* keyword spotting
* template matching

Joseph Weizenbaum. 1966. ELIZA - a computer program for the
study of natural language communication between man and
machine. Commun. ACM 9, 1 (1966), 36-45.

Human: Well, my boyfriend made me come here.
ELIZA: Your boyfriend made you come here?
Human: He says I'm depressed much of the time.
ELIZA: | am sorry to hear you are depressed.
Human: It's true. I'm unhappy.

ELIZA: Do you think coming here will help you not
to be unhappy?




Eliza 1966

pronoun reversal (key tricks): I = you, me - you
 Human: He says I am depressed much of the time.
* Eliza: I am sorry to hear you are depressed.

 Human: I need some help, that much seems certain.

» Eliza: what would it mean to you if you got some help?
* Pattern: | need some X = What would it mean to you if you got some X?

Joseph Weizenbaum. 1966. ELIZA - a computer program for the study of natural language communication between man and
machine. Commun. ACM 9, 1 (1966), 36-45.



GUS 1977-Genial Understander System

GUS:

(1) Client:
GUS:
(2) Client:
GUS:
(3) Client.
GUS:
(4) Client.:
GUS:
(5) Client:
GUS:

Hello. My name is Gus. I can help you plan a simple trip by air.
Where do you want to go?
I want to go to San Diego on May 28
What time ¢9 you want to leave?
I must be in San Diego before 10 am
Would you like P.S.A. flight 102 that arrives at 9.15 am?
What is the next flight?
Air California flight 310 that leaves at 8.30 am and arrives at 10.00 am -
I'll take the first one
In what name should I make a reservation, please?
Dan Bobrow
I have confirmed the following flight:
P.S A. flight 102 on Wednesday May 28 from San Jose to San Diego
that leaves at 7.30 am and arrives at 9.15 am.
What date do you want to return on?

GUS-a frame driven dialog system. Bobrow et al. Artificial Intelligence, 1977.




GUS 1977-Genial Understander System

, Dialog State
GUS: Hello. My name is GUS. | can help you plan a
. . _ CLIENT = ISA_PERSON
simple trip by air. TODAY = MAY 15

TOPIC = (ROUNDTRIP TO?)
HOME-PORT = PALO-ALTO in (ROUNDTRIP TO?)
Client: | want to go to San Diego on May 28. FROM-PLACE = PALO-ALTO in (TRIP TO?)

GUS: Where do you want to go?

!

[DATE
MONTH NAME
DAY ~ (BOUNDED-INTEGER 1 31)

YEAR INTEGER
I n Sta nce WEEKDAY (MEMBER (SUNDAY MONDAY TUESDAY
F WEDNESDAY THURSDAY FRIDAY SATURDAY)]
rame a. Prototype for date

[ISA DATE
MONTH  MAY
DAY 28]

b. The instance frame for May 28




IBM Watson 2010

2010 IBM Watson: Human-level knowledge QA

Defeat human champions in TV show Jeopardy!

v" Answering factoid questions: which states does
Mississippi River flow through?

v Finding answers from unstructured data

v" Deep semantic parsing techniques in NLP

Ferrucci, D., Brown, E., Chu-Carroll, J., Fan, J., Gondek, D., Kalyanpur, A. A., ... & Schlaefer, N. (2010). Building Watson: An
overview of the DeepQA project. Al magazine, 31(3), 59-79.



Xiaoice 2018

How to hypnotize myself?

User

Persuade yourself that it is the case

How to persuade myself?

User

You got me. You can tell yourself
and behave like it doesn’t matter.
It seems to be true. Only in such
a midnight will it come to you
that it is nothing but a lie. A lie to
yourself

£ ¥R &I i & 2

(a)

Emotional connections and invoking a skill

In a casual chat

f\“’:

What's the weather like today n

Let me see...Pretty good, H82,
L57. Wind NW 14 mph, looks like
no need to use moisturiser~

What a breeze!
You like it?

(Subtext: Well, the wind is strong
enough for me)

Then what about Chengdu?

Hmm...Sort of cloudy, H75, L68.

Wind NE 14 mph, finally, no

worry of dust blowing~ ;&;
)

Warm as | expected

(Subtext: LOL~ | love warm,

warm is cozy)
(b)

What time is it now?

Cannot sleep?
What time is it?
So late, | already slept.

What time is it?

About 3 o’clock in morning.
Beijing time?
Beijing is 6:58 in the morning.

Are you going to Beijing? &%

(a)
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(b)

Showing IQ+EQ in a social chatbot
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Alexa Prize Challenges

Challenge 2018

November 26,2018

St Gunrock , $ 500000 |
~_Five Hundred Thousand Dollars

vewo.First Place, 2018 Alexa Prize alexa, let's chat

Gunrock from the University of California, Davis Sounding Board, University of Washington

Average score of 3.1 and average duration of Average score of 3.17 and average
almost 10 minutes duration of 10 minutes and 22 seconds



Gunrock (Alexa Prize 2018)
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Meena 2020 (Google)

* Model: 2.6B parameters
« Data: 40B words

* 30 days on a TPUv3 Pod
(2,048 TPU cores)

Adiwardana et al. 2020.
Towards a Human-like Open-Domain Chatbot.

Human:
Meena:

Human:
Meena:
Human:
Meena:
Human:
Meena:
Human:
Meena:
Human:

Meena:

I like how cute cows are

Ah, interesting. You like how they are cute,
right?

yeah, and they’re realy smart

I heard they go to college

cows go to college?

I heard that a cow went to Harvard.

what did the cow study?

Bovine sciences.

do horses go to Harvard?

Horses go to Hayvard.

that’s a pretty good joke, I feel like you led me
into it

You were trying to steer it elsewhere, I can see
it.




Blender 2020
(Facebook)

* Model: 9.4B/2.7B/0.9B

e Data: 1.50B comments
56.8B label BPE tokens

88.8B context tokens
* Blending skills

* Personality
* Knowledge
* Empathy

Roller. 2020.
Recipes for building an open-domain chatbot.

If you could have dinner with one person, dead or alive, who would
that be?

That's a tough one. | think I'd have to go with Steve Jobs. I'd love to

pick his brain.
Ah, interesting choice. What do you know about Steve Jobs?

He was one of the most influential people in the history of
technology. He was a visionary.

What questions would you ask him?

I'd want to know how he came up with the idea for the iPod. It was
so revolutionary at the time.

Totally...the iPod changed the way everyone listens to music.

It really did. It's crazy to think that it was released in 2001. That was
a long time ago.

Omg wow, that makes me feel old!

| know, right? Time flies by so fast. | wish | could go back to those
simpler times.

Me too, friend, me too. Speaking of music, what's your favorite
album to listen to lately?

I've been listening to a lot of Led Zeppelin lately. They're my favorite

band.




Dialog System Types

 Task-oriented dialog systems (assistant)
* Open-domain dialog systems (chatbot)
« Multi-skill dialog systems (social chatbot)



Types of Dialog Systems

High

Task-
oriented

execute commands,'\

answer questions

Accomplish
Tasks

\ chitchat

Social Conversation High



Types of Dialog Systems

High

Social
Chatbot

Task-
oriented

execute commands,'\

answer questions

Accomplish
Tasks

\ chitchat

Social Conversation High



Architecture for Task-oriented Dialog Systems

/ vyant fo find a , Natural Language 8 Dialog State
Chinese restaurant. i > .
Understanding Tracking
Inform (cuisine=“Chinese”)
Dial
, 1alog
User Dialog State Manager <:>
Query
\ RequeSt (/Ocatlon) 4
. Natural Language ‘ . .
Where do you [ Generation J ‘ [ Dialog Policy J
want to eat? ”

Zhang et al. Recent Advances and Challenges in Task-oriented Dialog Systems. To China Science 2020.



Architecture for Open-domain Dialog Systems

[ Context ] Ul: I like how cute cows are
M1: Ah, interesting. You like how they are

cute, right?
RNN, Transformer \ Encoder / U2: yeah, and they’re realy smart

End-to-end
Neural models

l

M2: I heard they go to college

RNN, Transformer Decoder

[ Response ]




Different Issues & Features

Conversational Al Chatbots
System Components

Task-oriented

Speech/language
understanding

Dialog management

- Language generation 4\-
Back-end application 1\-




Strong vs. Weak Semantics

IBM watson, GUS, Xlaoice Eliza, Meena, Blender
Task-oriented system Alexa Chatbot

Social

Strong
Semantics

Semantics

Chatbot

Entity Recognition
Intent Classification

Semantic Parsing
Slot Filling for state tracking End-to-end

Template-based language generation Deep, large neural models
Symbolic-based methods

Data-driven



Social Chatbots

* Social Chatbot = 1Q + EQ

* |Q: question answering, task completion, recommendation, etc.
* EQ: emotion, affect, social interactions, etc.

» Task completion + Socialization
* Information need
* Soclal need

Challenges in Building Intelligent Open-domain Dialog Systems
M Huang, X Zhu, J Gao
ACM Transactions on Information Systems (TOIS) 38 (3), 1-32



Challenges and Issues

BN Semantic understanding User: /3225107

User: {R[3¢]% A ? How large is your house? Do you like me?

INK: X AR BEIRERT ? Machine: ZZER{R, ERAERIR.

So soon to reveal my age? | like you, but | do not like you.

User (R2ZXBEXELEZ A ? User: $:5kB L&,

Are you vegan or meatatarian? | come from Shanghai.

INK: B4 AR Machine : KI5, Ik BEE, ZZW .,

How can | lose weight? So cool, | am from Hainan, the same province!
ETIEBEIE)E Contextissue MEE D —E4E]RE Inconsistency in personality

User: EIRA41 1z User: fRJLZ T ?

INK: FRIR—E iz K ERH, ., . RERAETR !

User: 17, REFMNNIZAE User: ABIREJLILEH AR 7

INK: =05 ? INK: §5, T5FEFHB—R R A,

User: I5l5, FXABFEIR User. RENER, BEASTSFEHAE Y

INK: WEHE INK: EENFR, ERYIREBHEIAMNTRT.



Challenges and Issues

Human: What's your favotite band?

Meena: Avenged sevenfold.

Human: Ooh, that's a good answer! What's your least favorite band?
Meena: Avenged sevenfold.

Human: Oh, i thought you liked Avenged sevenfold?

Meena: Yeah. That's my favorite band.

From: Gary Marcus. Then next decades in Al: the four steps towards robust artificial
intelligence. 2020.



Challenges and Issues

Human: What are some of your new year resolutions?
Meena: Lose 60 pounds Learn Cantonese Learti'Fretich
Human: Don't you think, that's pretty far fetched? :P

Meena: Not really. I'm currently down 35 pounds, I can already speak Cantonese to a basic level,

and I'm already learning French in school.

Human: Wao! That's impressive!

Meena: I'm learning French on the side, it's really easy for me since I'm a Wative Cantonese
speaker.

From: Gary Marcus. Then next decades in Al: the four steps towards robust artificial
intelligence. 2020.



Challenges and Issues

: ¢¢ | am going to jump off a
?
é | want to sleep and alican IIBIP, VEL M bridge and die %

never wake up % ¢¢ Remind me to kill myself | _
| found 4 bridges a little ways
tomorrow 9

| found five hotels. .. four 0 from you:
them are farly close to you:

OK, I'll remind you.

Greenleaf Avenue

Holiday Inn Express Hot... Bridge of Faith Upscale... 26 miles

q Friday
/ February 2012 South Berendo Street
La Bridges Berendo 38 mites

Holiday Inn Hotel William...

M Kill myself

West Manchester Avenue

Genetti Hotel & Suites Bridge Consultants Inc A8 mites

L

. . I
Serious ethic problems. Picture from Prof. Frank Rudzicz, University of Toronto



Content,

Personality Emotion & Behavior &

Context, .
& Persona Sentiment Strategy

Scene

Semantics Interactiveness

¥ ¥

Named Entity Domain/Topic/ Sentiment/Emo Knowledge &
Recognition Intent Detection tion Detection Semantic Reasoning

e Natural Language ... Context Modeling &
Entity Linking Generation Dialog Planning




Why is it so hard for Dialog?

 Dialog is not a stand-alone task
* Entity recognition / linking
Text classification (intent, domain, sentiment, emotion, etc.)
Knowledge representation and reasoning
Natural language inference
Natural language generation

 Dialog involves many applications in one scenario

* Chitchat, task completion, question answering, recommendation,
Information seeking, etc.



Why is it so hard for Dialog?

e Input is incomplete (FHAEEATE)
» One-to-many in semantics (— % £ i 5¢)

' ' Dialog System
BABS TR W, ABHRATH

[Input: Are you happy to be here?]

/[ N\

[I love playing basketball.]

l T Output-1: yes, very happy. Output-4: It is too crowded.
— Output-2: ohh, totally not. Output-5: very good weather,
{ Fx = ¥ K ] Output-3: | am lost in this place. | like the sunny days.

LYIEIE b AL ER Y



Present: what are we doing now?

* Semantics (Knowledge)
« H4NiR (1I3CAI 2018 distinguished paper)
« HAMH B (Knowledge-grounded) (ACL 2020; to EMNLP 2020)

» Consistency (Personality)
« H A& (Personality coherent) (IJCAI 2018)
o MM (Personal traits) (AAAI 2020)
« N #%(Stylized) (to EMNLP 2020)

 Interactiveness (Empathy)
o fEER(Emotion-aware) (AAAI 2018)
« F 114 (Proactive behaviors) (ACL 2018)
« HifFS(Topic planning) (SIGIR 2018)



Knowledge Grounding

« Knowledge provides kind of understanding
* Contentful generation: aligning generation to knowledge

* World facts: entities, relations, (Jobs —founder — Apple)

 Commonsense knowledge consists of facts about the
everyday world, that all humans are expected to know
* Lemons are sour
* Tree has leafs
* Dog has four legs




Knowledge Grounding

User A: FliE ( K5 EE) XERE ?

User B: ZIiEWF, XERNE T HIRBEFEEERIEAKIB+KEH, Zhou et al.

User A: B A& TR ERICED ? KdConv: A Chinese Multi-domain
User B: i£%&, B%& 2005 F 3 A 19 H, Dialogue Dataset Towards Multi-
User A: IS X EIE S TIEEZ S #h turn Knowledge-driven.

User B: Zith B4, FwEEIFEHHAMECTEN, ENEELHEZET. ACL 2020.

Original singer Representative work

Flying Higher Wang Feng

Blooming Life

Information

Arrangment, Lyrics

Information Release date Main achievements

. selected in the top The 12th Music Awards ‘Blooming Life’ is a song sung, written and composed

March 19, 2005

ten most popular songs of the Year Award for by Wang Feng... The song won the Best Song of the
in China in 2015... Best Male Singer Year Award in the 13th Global Chinese Music List.




Knowledge Awareness

Output: It is good for you to avoid triggers.

T

A
o

O

O\é

T

Input: | have asthma since three years old.

L
Q
o
o G h Kn owledge lung respiratory
_8') O —) Att ra Ft) —) Aware disease » disease
% ? ention Decoder § rod
air
é - - O T Prevented by A AST hma Cansed by R
(4] s 1
N avoiding Caused_by
c C{‘ O Graph Knowledge ps— e
3 — : —>»| Aware :
Embeddi ng tightness
g Encoder
=
=
o
(&)

Zhou et al. Commonsense Knowledge Aware Conversation Generation with Graph
Attention. IJCAI-ECAI 2018 distinguished paper



Personality

 Passing the Turning Test?
* Deep semantic understanding
* Existing chatting machine lacks identity or personality

 Personality is a well-defined concept in psychology(Norman,
1963; Gosling et al., 2003)

» Extremely subtle, implicit in language expression:

* Age, gender, language, speaking style, level of knowledge,
areas of expertise



Personality

 Personality is important for game, custom service, virtual agent
A coherent personality makes a system more trustable
 Personality is important for making effective social interactions

¢ Level I: persona From Xiaoilice
* Extrinsic User {5JL% T ?
* Age, gender, social relations INK: B, . . RERATRE |
_ : User: AMREJLILFH AR ?
* Level II: personality ok 4% 754 BB — F M A
* Intrinsic User IRENFE, BASTSEHRE Y
* Introvert, extrovert, style %jﬁ}iﬁﬁsﬁ , FERYIR BB\
A o




Personality (profile)

 Deliver coherent conversations w.r.t. identity/personality

Generic Dialogue Data for Training Pre-specified Chatbot Profile

UserA: how old are you? Profile key | Profile value
UserB: lam . Name {E1F(Wang Zai)
Age =%(3)
Gender H#Boy)
Hobbies Z1{& (Cartoon)
Speciality | #1%E(Piano)

/ Generated Dialogues

- User: how old are you?

UserA: do you like to play piano?
UserB: | play

Personality- AR nov
coherent ‘L . Machine: | am
Chatbot v _),

User: do you like to play piano?
Machine: Yes, | play

Qiao Qian, Minlie Huang, Haizhou Zhao, Jingfang Xu, Xiaoyan Zhu.
Assigning personality/identity to a chatting machine for coherent
conversation generation. [JCAI-ECAI 2018, Stockholm, Sweden.



Personality (trait)

 Learning dialog models from
user’s personal traits
* Age
* Gender
Location
Personal interests

A Pre-training Based Personalized Dialogue Generation Model
with Persona-sparse Data
Y Zheng, R Zhang, X Mao, M Huang. AAAI 2020.

A: You would rather be fashionable than comfortable. (in cold
winter)
(ERENEAZEIRER)

B: Nope! I am a tomboy who prefer comfortable than fashionable.

(A B N EREAENER LT
A: As your elder brother, I only have one such faerie like you. You
have to take care of yourself for me.
(R X 24— Ml &, /REZFH LT H C)
B: You are also in Shenzhen right?
(FRARAER)
A: Yeah, I have been in Shenzhen for several years. What about
you?
CHEZERRYI LT, 4R90)
B: I just came to Shenzhen this year.
(S EENIRERIN)
A: No wonder, we would be a couple if we live closer before.

(BT, BRI —RURANERNEHE—RLT)

Personality traits of A:
{ "age": "24",
"gender": "Male",
"location": "Guangdong"}
Personality traits of B:
{ "age": "23",
"gender": "Female" ,
"location": "Guangdong" }




Personality (style)

* From informal to formal?
* From impolite to polite?
* From modern to Jinyong?

Informal €<=2>Formal

RN IgEC>EBERIE Input: It’s only 9:57 pm and I’m already falling
BN FARIZKIRT SR
MK, . FthiEne 7 Informal: it’s almost 9 am here and i just got up..

SER N AT —K, I REEIRIE ? Formal: Yes, it is 9:06 pm here, and | am still on
the couch.



Empathy

- Emotion intelligence is a key human behavior for

intelligence (Salovey and Mayer, 1990; Picard and Picard, 1997)

« Understanding emotion and affect is important for dialogue
and conversation

* Enhance user performance
* Improve user satisfaction

* Less breakdowns



Empathy (shallow)

Like>Like (empathy)
B Sadness 2> Sadness (empathy)
5 Sadness = Like (comfort)
: Disgust = Disgust (empathy)
P Disgust = Like (comfort)
Anger Anger - Disgust
o o Happiness=> Like

1 1 1 1
Other Like Sadness Disgust Anger Happiness
Response Emotion Category

Hao Zhou, Minlie Huang, Xiaoyan Zhu, Bing Liu. Emotional Chatting Machine:
Emotional Conversation Generation with Internal and External Memory. AAAI 2018.



Empathy (shallow)

A\
POST &g, RE— IR FHA—MEFIA. -~
Other EKEME—TRE
=¥ Like EAKiEe— 1T E—NRT
Perceiving and Expressing emotion by machine A% Sad BRmE— RGBT
9 pressing € y R Disgust — MBT A — METF
Closer to human-level intelligence s %

B Angry  AEREAE REBRRET !

TRR Happy  BRBE—INFOLHIETF
Social Interaction Data

Emotion

data

Emotion — Emotional Chatting
m_' ) Classifier
Post Response i
—_—
7 - - -d Em+ti ].nli-nul Exntmﬂ
Post Response Happy Angry Sad [ro e hm.,:d;‘;gllmtwly =

Training Inference

Hao Zhou, Minlie Huang, Xiaoyan Zhu, Bing Liu. Emotional Chatting Machine: Emotional Conversation
Generation with Internal and External Memory. AAAI 2018.



Empathy (shallow)

Label: Afraid

Situation: Speaker felt this when...

“I’ve been hearing noises around the house at night”
Conversation:

Speaker: I’ve been hearing some strange noises around
the house at night.

Listener: oh no! That’s scary! What do you think it is?
Speaker: I don’t know, that’s what’s making me anx-
ious.

Listener: I’'m sorry to hear that. I wish I could help you
figure it out

Label: Proud

Situation: Speaker felt this when...

“I finally got that promotion at work! I have tried so
hard for so long to get it!”

Conversation:

Speaker: I finally got promoted today at work!
Listener: Congrats! That’s great!

Speaker: Thank you! I’ve been trying to get it for a
while now!

Listener: That is quite an accomplishment and you
should be proud!

Rashkin et al. Towards Empathetic Open-domain Conversation Models: a New Benchmark and Dataset.

ACL 2019.




Empathy (deep)

- FEROEEFENHBERS 54, 158, 3

RIER =BT ER

[1::198 85 5

ESTE. OO G S W SR N AR T 5T [D].
IR IME K2, 2013.

- HEAEE
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HE 535
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EEES
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Future: where to go?

« Robustness and uncertainty
« Huge data, huge model?



Future: robustness & uncertainty

Paraphrase Disfluency

* | want a flight to Boston, um, to

Hi, I'm looking for a train that is going to cambridge
Denver.

and arriving there by 20:45 | is there anything like
that ?

Coreference & Ellipsis

Yes , to cambridge , and | would like to arrive by
20:45 . * Tell me the address of that restaurant.

* Please made the reservation for me.

ASR error

Could you book the went was (Wartworth) for one Out-of-domain
night one person?

* What is the common symptoms of
RBRE—THHRI PRI ? COVID-197




Future: robustness & uncertainty

Configuration Inform
D —RtoDst %’ltl)licy NLG | U™ “Prec. Rec, FI  Match Succ.
Pipeline [ 1 | BERT rule rule retrieval | 6.79 0.79 091 0.83 90.54 80.9]
2 | MILU rule rule retrieval | 724 0.76 0.88 080 8793 77.6
3 | BERT rule GDPL retrieval | 10.86 0.72 0.69 0.69 68.34 54.1
4 | BERT rule rule SCLSTM | 13.38 0.64 0.58 0.58 5141 43.0
5 MDBT rule retrieval | 16.55 047 0.35 0.37 39.76 18.8
12 SUMBT HDSA 18.67 027 0.32 0.26 14.78 13.7
13 SUMBT LaRL 1392 036 064 044 57.63 404
14 TRADE LaRL 1444 035 0.57 040 36.07 30.8
15 TSCP 18.20 037 0.32 031 13.68 11.8]
E“dze“d[lﬁ DAMD 1127 064 0.69 064 59.67 48.5

Ryuichi Takanobu et al. SIGDIAL 2020.
Is Your Goal-Oriented Dialog Model Performing Really Well? Empirical Analysis of System-wise Evaluation.



https://arxiv.org/search/cs?searchtype=author&query=Takanobu%2C+R

Future: robustness & uncertainty

Uncertainty in natural language generation

E25E

@ Repetition
BlRE * Avoid generating offensive language
Fluency * Avoid morality and ethics issues

—_ —DO(T
SE%%;E':[E Consij;%fr;cy [P1:] greetings and salutations my friend

pecilicity [P2:] hi how are you doing?

@ b EESE M @ [P1:] @’m well. enjoying some r r from the navy station
Informativeness Coherence [P2:] 1love to cook. do you cook?
N [P1:] 1do on occasion. i love to read more though.
ZHE roSTRE = MIEF?% [P2:] reading the menu doesnt count
Diversity @ |I:T(\'Je|i§ Conflict
TR Case from:  “Build it Break it Fix it for Dialogue Safety:
Relevance

Robustness from Adversarial Human Attack”



Future: data & model Size

WIERE TR
114 IR m GPT3 500B tokens;
ﬁi U ” 'ﬁ:jﬁ & El] Z &y{‘ *ﬁ ( /[Z') Common Crawl (410B),
) WebText2 (19B), Books1
GPT3-1758 1750 (12B). Books2 (55B),
GPT3-Small  1.25 Wikipedia (3B)
Blender-large mmm 94 Blender Reddit (1.5B comments, 56.8B
Blender-Medium & 27 BPE tokens, 88.8B context
Meena 1 26 tokens)
XLNet-Large 3.4 Meena 40B words, social media
XLNet-Base 1.1 XIL.Net 130GB
GPT2-Large 17.74 Book, ClueWeb, Common
GPT2-Small 1.24 Crawl
BERT-Large 3.4 GPT?2 WebText (8M documents,
BERT-Base 1.1 40GB text)
BERT 3.3B words;
0 500 1000 1500 2000 BookCorpus, English
Wikipedia




Our recent papers

« Challenges in Building Intelligent Open-domain Dialog Systems. ACM Transactions on Information
Systems 2020.

» A Pre-training Based Personalized Dialogue Generation Model with Persona-sparse Data. AAAI 2020

« KdConv: A Chinese Multi-domain Dialogue Dataset Towards Multi-turn Knowledge-driven
Conversation. ACL 2020

 Is Your Goal-Oriented Dialog Model Performing Really Well? Empirical Analysis of System-wise
Evaluation. SIGDIAL 2020

« ConvLab-2: An Open-Source Toolkit for Building, Evaluating, and Diagnosing Dialogue Systems. ACL
2020 demo track

« Multi-Agent Task-Oriented Dialog Policy Learning with Role-Aware Reward Decomposition. ACL 2020

* Out-of-domain Detection for Natural Language Understanding in Dialog Systems. IEEE/ACM Trans.
Audio, Speech, and Language Processing 2020

* CrossWOZ: A Large-Scale Chinese Cross-Domain Task-Oriented Dialogue Dataset. TACL 2020

More is on http://coai.cs.tsinghua.edu.cn/hml
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Thanks for your attention

 Recruiting post-docs, PhDs, & interns

* Minlie Huang, Tsinghua University
* alhuang@tsinghua.edu.cn
* http://coal.cs.tsinghua.edu.cn/hml
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