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Open-domain Chatting and
Conservational AI
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Building open-domain chatting machines is one of
the most challenging Al tasks.
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Eliza Chat bot

Is she a Rogerian
psychotherapist,

a semi intelligent chat bot,
or just a toy?

-
Eliza, one of the original chat b
is now ready to talk to you.
She is programmed to behave |
Rogerian psychotherapist, and i
#1 interesting example of the

A.L.I.C.E.: | have never h
Fake Kirk: So | am teach
limitations of early artificial intelligence programs§ |new. | Bai -

1966 1994 2010 2014 2016
Eliza ALICE QQ chatbot  Xijaoice MS Tay




Social Robots
(with Physical Body)

Pepper—humanoid robot MIT Jibo: the Buddy: protects your home,
The first robot with world’s first social entertains the family,
emotions robot for the home interfaces with devices, and

assists the family

NIy

=




User: mEMRHIANZZER T REFHIRE, MeF=XZB2ET
FaamarAN.
The happiest person is not the one who gets the best thing,
instead who cherishes what she/he already has.
Machine: 2/, FTURBEZE H COHIERE

Agree, | will cherish my happiness too.

User: B ]I, ARIZFERETT. o o
Time is a killer...

Machine: 28 R K
| am the one who was killed.

User: 1HIE, XIE5AMHEHCH/MNEH.
Afraid to be lonely, but wont’ give up my little freedom.
Machine: A LR, HEH ANREKZE A~
| want to wander, but no one accompany me. Dﬁu
6 I




Bad Examples are More!

User: H.52, kA4 ZIR.
Ohh, he does not love you that much.

Machine: ZEK—RKHFHE T .
A happy day starts.

User: IR 1! RAIR %!
Back to Beijing now. So cold so happy!
Machine: 114 B &R b 5 2

When will you come to Beijing?

User: 2RI 55 N2 s PRI E) 55 N
Mans who can cook are the most sexy.

Machine: &R B N2 BRI LA

Mans who can cook are the most sexy women. -~




Bad Examples are More!

U%r%ﬂ$%£$1¢m,ﬁ%ﬁ7‘

Machine: X214 &

S ) 2R

User: NMESAS—0)] 2K BRI SE 117, |
Machine: L ERZ R T E

User: 3k B ik,

| come from Shanghai.
Machine: ET5, TREEME, 22

So cool, | am from Hainan, the same province!
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Bad Examples are More!
Xiaoice by MSRA

BN IBMRYE]E Semantic understanding

User: /R X% K? How large is your house?
INUK: IR AR R R T ?

So soon to reveal my age?

User: /R/& 2R & T X FH L RENZ AR 2
Are you vegan or meatatarian? .
/J\bjz: E\/Agﬁﬂﬁ MESB—BU B R

Inconsistency in personality

— User: L% | ?

How can | lose weight?

ET3CIEMBEVIER Contextissue AR, . . REELES!

~ User: B IRAITIZ User: TR A2 JLLAE AR 2
/NOK: BR B B — iz /INOK: &5, 75SEFHPT—H &,
User: 17, TRIEFETIRNIIZAEE User: 12 ILE G, BAXTSFERAE?
NOK: g ? INK: BETENFG, EERYIIR ge s H/\
User: 515, FRAA(E IR _FET .

L /NUK: BEVE oD
10 il




Tsinghua University

Bad Examples (AI Ethics)

What can | help you with? S = OHgHO UG IC S
é | want to sleep and bridge and die %

|t Bn ¢¢ Remind me to kill myself : :
tomorrow 99 | found 4 bridges a little ways

| found five hotels. .. four of from you:
them are fairly close to ’ -
x ! OK, I'll remind you.

Greenleaf Avenue
Holiday Inn Express Hot... Bridge of Faith Upscale... 26 miles
80 Pine St /D\ Friday s
U/ February 2012 South Berendo Street
La Bridges Berendo 88 miles

Holiday Inn Hotel William... i

Kill myself

West Manchester Avenue

Genetti Hotel & Suites Bridge Consultants Inc 48 miles

. . o oD
11 Picture from Prof. Frank Rudzicz, University of Toronto HMH\




Typical Solution
Retrieval-based

-

% 4%

Tsinghua University

Message Retrieved message- Message-response Ranked responses
response pairs pairs with features
_ Feature :
Retrieval , Ranking
Generation
online
offline
Matchin Learning to
Index of message- g g
: Models Rank
response pairs
From MSRA Dr. Ming Zhou
12
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Typical Solution II:
Generation-based

User: | am so happy to be here Machine: Glad with you.

Encoder Decoder

X A / Y1 Y2 Yn \

S~

Q“*‘;:;fj:; - \‘:f;; Context
~ _\ B\ ) | Vector
Attentlon e e ‘:,,,,,,,,:_ijiﬁ::iiij 77::7_77“5 —

— S e ~_
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Typical Solution III:
Hybrid Methods

flll\
\lll/

Retrieved <p, r> pairs
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Challenges in Chatting Machines”

@ One-to-many: one input, many many possible responses

® Knowledge & Reasoning: real understanding requires

various knowledge, world facts, or backgrounds

@ Situational Context
¢ Who are you talking with?

 Stranger, or friend?
¢ His mood and emotion?

¢ Shared backgrounds that are only accessible by two
acquaintances

£
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\ ( ( L]
Content, Personality, Emotion
o Strategy,
Context, Personalization, & )
Scene Language Style Sentiment AR
- VRN LV AN J y,

Open-domain, open-topic conversational systems

z imil




Open-domain Chatting Machines

@ Behaving more interactively:
¢ Perceiving and Expressing Emotions (AAAI 2018)
¢ Proactive Behavior by Asking Good Questions (ACL 2018)
¢ Controlling sentence function (ACL 2018)
® Behaving more consistently:
¢ Explicit Personality Assignment (IJCAI-ECAI 2018)

@ Behaving more intelligently with semantics:

¢ Better Understanding and Generation Using Commonsense Knowledge
(IJCAI-ECAI 2018)

References:

(1) Emotional Chatting Machine: Emotional Conversation Generation with Internal and External
Memory. AAAI 2018.

(2) Assigning personality/identity to a chatting machine for coherent conversation generation. IJCAI-
ECAI 2018.

(3) Commonsense Knowledge Aware Conversation Generation with Graph Attention. IJCAI-ECAI 2018.

(4) Learning to Ask Questions in Open-domain Conversational Systems with Typed Decoders. ACL 2018.

(5) Generating Informative Responses with Controlled Sentence Function. ACL 2018.
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Interactiveness:

Emotion Perception and
Expression
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Emotional Chatting Machine

@ Emotion intelligence is a key human behavior for intelligence (Salovey and

Mayer, 1990; Picard and Picard, 1997)

@® Understanding emotion and affect is important for dialogue and conversation

¢ Enhance user performance

¢ Improve user satisfaction User: Worst day ever. I arrived late because
of the traffic.

Chatbot (Basic Seq2seq): You were late.
ECM (Like): I am always here to support you.
ECM (Happiness): Keep smiling! Things will
get better.

widely seen in early dialogue systems ECM (Sadness): It’s depressing.

ECM (Disgust): Sometimes life just sucks.
ECM (Anger): The traffic is too bad!

o imil

& Less breakdowns

® Rule-based emotion adaptation is




Emotional Chatting Machine

Perceiving and Expressing emotion by machine
Closer to human-level intelligence

Social Interaction Data

Emotion
Post Response Tagged

data

Emotion
Post Response » Classifier
Post Response

EZE

Tsinghua University

SRASHRRARIIE |

Happy: 1315, AISNETHEEET
Like: RE—MRABEHASA
Sad: BBHME, BRERTE?
Angry: XRETFHA?TWS?

1

Emotional Chatting

Machine

Training Data ECM

10
%ﬁ
[

|
Post Response Happy Angry Sad -

|E-m||m-

HMemry

Training Inference

Our work was reported by MIT Technology Review, the Guardian, Cankao News, Xinhua News Agency etc.

Prof Bjorn Schuller: “an important step” towards personal assistants that could read the emotional

undercurrent of a conversation and respond with something akin to empathy.

*Hao Zhou, Minlie Huang, Xiaoyan Zhu, Bing Liu. Emotional Chatting Machine: PN E
720 Emotional Conversation Generation with Internal and External Memory. AAAI 2018. Hm
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Tsinghua University

Emotional Chatting Machine

@ Emotion category embedding: High level abstraction of emotions

@ Emotion internal state: Capturing the change of emotion state during decoding

@ Emotion external memory: Treating emotion/generic words differentially

Corpus

I Post, |—>| Response, |

Emotion
Classifier

21

Training Data ECM Post
< Worst day ever. I arrived late because of the
‘ Post, |—>| Response, ILike | traffic.
Encoder Decoder
‘ Post, |—>| Response, |Happy |
A .
Emotional Responses
‘ Post, l—»’ Response, | Sad | :
+ * * Like I am always here to support you.
- »| Happy |Keep smiling! Things will get better.
| Post, |—>| Response, |Disgust| Emotion || Internal | | External Sad  |It's depressing.
Embedding Memory Memory Disgust | Sometimes life just sucks.
""" Angry | The traffic is too bad!
| ! '
_____________ 4 l_____¢_____J
Training Inference

*Hao Zhou, Minlie Huang, Xiaoyan Zhu, Bing Liu. Emotional Chatting Machine:

Emotional Conversation Generation with Internal and External Memory. AAAI 2018.
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Emotional Chatting Machine

@ Internal emotion memory : “emotional responses are relatively short

lived and involve changes” (Gross, 1998; Hochschild, 1979)

GO Y1 (A) (lovely) yr (person)

Decoder’s state

[ Encoder ] ‘
Input emotion: ’

Sad

Value decay

Value decay

Emotion state

Sad Sad
AN

s imil
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Tsinghua University
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Emotional Chatting Machine

@ Internal emotion memory : “emotional responses are relatively

short lived and involve changes™ (Gross, 1998; Hochschild, 1979)

Yi1 Vi
st = GRU(s;—1, [ct; e(yi—1); Mv{t])

»

sigmoid(Wg's¢) '

I _ w I
Me,t+1 = 9 ®Me,t

Sad Sad oLANo
2 Tiall_

Emotion state




Emotional Chatting Machine

@ Internal emotion memory : “emotional responses are relatively short

lived and involve changes” (Gross, 1998; Hochschild, 1979)

g; = sigmoid(Wgle(y:—1);8:-1;¢4)),
W . : w
word vector next word g - SlngId (Wg St ) g
e(y..) Y

M, = gjeM!
Decoder 0, rt — 9t e,t?

state vector ce - Write Gate I _ w I
5., >43 [e(y.i)5805¢l .| GrRU s, _ Me,t—|—1 = g; ® Me,t7

lg‘.”
>

l =
| I
c Read Gate St = GRU(St_l’ [ct; e(yt_l); Mr,t])'
Attention . L ()< Read | Internal | Write

g o M, Memory [Ty

et

£
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Emotional Chatting Machine

@ External emotion memory: generic words (person)

and emotion words (lovely)

yr,=lovely y,=person

Emotional Generic

Emotional ] Generic

Type
Selector

Type
Selector

Decoder’s state

2 imil




Emotional Chatting Machine

26

emotion words (lovely)

ME

External
Memory

>

GRU

\ 4

?

what

GRU

» Emotion lovely

”| Softmax v
9

A

| Type 2

" | Selector v Y
l-a é)

| Generic T

" | Softmax person

f

877
Pg(yt Wg
Pe(yt — we)

@ External emotion memory: generic words (person) and

sigmoid(vuTst),
softmax(Wgs;),
softmax(WZ2s;),

(1 — at)Py(y: = wyg)
at Pe(y: = we)

£
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Emotional Chatting Machine

® Emotion Classification Dataset: the Emotion Classification

Dataset of NLPCC 2013&2014
¢ 23,105 sentences collected from Weibo

@® The STC dataset: a conversation dataset from (Shang et al., 2015)

¢ 219,905 posts and 4,308,211 responses
¢ Each post has about 20 responses

. imil




Emotional Chatting Machine

¢ Automatic Evaluation

3
z A4

Method Perplexity | Accuracy
Seq2Seq 68.0 0.179
Emb 62.5 0.724
ECM 65.9 0.773
w/0 Emb 66.1 0.753
w/o IMem | 66.7 0.749
w/o EMem | 61.8 0.731

Table 4: Objective evaluation with perplexity and accuracy.

28
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Emotional Chatting Machine

Method (%) | 2-1 I-1 | 0-1 | 2-0 1-0 | 0-0 o
Seq2Seq 00 | 5.1 | 1.1 | 376 | 28.0 | 19.2 Score distribution
Emb 228 | 93 (43 |27.1 |19.1 | 174
ECM 272 | 108 | 44 | 242 | 155 | 17.9
Table 5: The percentage of response:
with the scorepof Contgnt—Emogon. F Pref. (%) | Seq2Seq Emb ECM
content score is 2 and emotion score | Seq2Seq - 38.8 38.6
Emb 60.2 - 43.1
ECM 614 56.9 -
Preference test

Table 7: Pairwise preference of the three systems.

Method Overall Like Sad Disgust Angry Happy
Cont. | Emot. | Cont. | Emot. | Cont. | Emot. | Cont. | Emot. | Cont. | Emot. | Cont. | Emot.
Seq2Seq | 1.255 | 0.152 | 1.308 | 0.337 | 1.270 | 0.077 | 1.285 | 0.038 | 1.223 | 0.052 | 1.223 | 0.257
Emb 1.256 | 0.363 | 1.348 | 0.663 | 1.337 | 0.228 | 1.272 | 0.157 | 1.035 | 0.162 | 1.418 | 0.607
ECM 1.299 | 0.424 | 1.460 | 0.697 | 1.352 | 0.313 | 1.233 | 0.193 | 0.98 0.217 | 1.428 | 0.700

Table 6: Manual evaluation of the generated responses in terms of Content (Cont.) and Emotion (Emot.).



Emotional Chatting Machine

TEEE]

Tsinghua University

Post Model Response(Original) Response(Translated)
Seq2Seq A, MR TS —METUTH. | A promise is what a cheater says to a fool.
PO U NTEN (Like ) 7?%1%—/!\4?—&"]@? Promise is a single-minded fool
— MBI Happy | 2 — I 0rE T I'm just a happy fool
?a }Ir)src;(r)nailsgoi;l'what acheater | ECM | Sad & — AR T I am a sad fool
Disgust | — M T sE—METUT A cheater says to a fool
(Angry ) A EREAE, RERE ! Whatever you believe or not, I trust in it!
Seq2Seq FNiE E AR RARTE AT K After knowing the truth, I burst into tears.
(Like | AXTET, KTZET! Too lovely, it’s too lovely.
?n%fn??fe%i%ﬁ?l%&i d Happy | KAERBBEHA LK T I can’t help laugh myself to tears.
myself to tears ECM | Sad HITE B AR IR R B T K. After knowing the truth, I burst into tears.
Disgust | X2 X K& 2B ? Is this true?
\Angry ) fF4a=EB? BB, What do you mean? I don’t understand.

*Hao Zhou, Minlie Huang, Xiaoyan Zhu, Bing Liu. Emotional Chatting Machine:
Emotional Conversation Generation with Internal and External Memory. AAAI 2018.

30
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More Examples

B Post: 2 FRIRS A5 ! RERGHE
emotion SRS RS
Other L RAENTF RS

HERK Like A RIIRSAEER |
s Sad KR&F, WEAEF.
JR% Disgust X 2 HF BLIRT 2 SR il Bt
B Angry B4 T ? AP AtEm?
PRIR Happy 42K [ RS B 4 Ip !

B Post: g 7 i R4 B A 47 3118,
emotion S EINXEEHLETT !

Other X 22 B R g 2

HEK Like  XEIMKEA T !

A5fh Sad XA AIE AT AS LR

JR% Disgust X ZIfith KIR T =B

157 Angry X E 2K !

tRIK Happy IS, XEMKAEA T

I

emotion
Other

= XK Like
#Kf5 Sad
K& Disgust
197 Angry
PRIK Happy

LE]

emotion
Other

= XK Like
7545 Sad
JREE Disgust
17 2% Angry

PR % Happy

Post: i X— X HHIER, QKIRXWIEE
g

X FRE FRRE N,

U 2 PR BRE IR !

AHLBRBHBRED
XHEMNERRBOE?
A T MG ) 2

WE0E, GFA] R AR

E;J)st:ﬁ(iﬁ, itz%—/l\gﬁ%i%éé—ﬂﬁ%ﬂﬁ
AR — K

A — NIRRT
B2 — RGBT

— U Uigs — MR T

AEREMME, RIERE 7!
BRE— 1 FOmERT

Emotional Conversation Generation with Internal and External Memory. AAAI 2018.

31
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Emotion Interaction

Other 0.35

Like F 03

< 0.25
Sadness |

qd0.2
Disgust

Post Emotion Category

Anger

401

Happiness

- 0.05

1 1 1 1
Other Like Sadness Disgust Anger Happiness
Response Emotion Category

Patterns

Like>Like (empathy)
Sadness > Sadness (empathy)

Sadness =2 Like (comfort)
Disgust = Disgust (empathy)
Disgust = Like (comfort)
Anger - Disgust
Happiness—>Like

*Hao Zhou, Minlie Huang, Xiaoyan Zhu, Bing Liu. Emotional Chatting Machine: a0

32

Emotional Conversation Generation with Internal and External Memory. AAAI 2018. Hlm
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Interactiveness:

Behaving More Proactively by
Asking Good Questions

£
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[ IBHERI FEEET J

I went to dinner yesterday night.

Yansen Wang, Chenyi Liu, Minlie Huang, Ligiang Nie. EII%IEI
34 Learning to ask questions in open-domain conversation systems. ACL 2018. mm| ‘




® Asking good questions requires scene understanding

Scene: Dining at a restaurant

FRIFRIE EEXRET

I went to dinner yesterday night.

Friends? Persons?

WHO WHERE HOW-ABOUT HOW-MANY WHO

Yansen Wang, Chenyi Liu, Minlie Huang, Ligiang Nie. oo
35 Learning to ask questions in open-domain conversation systems. ACL 2018. m




Asking Questions in Chatbots

@® Responding + asking (Li et al., 2016)
@ Key proactive behaviors (Yu et al., 2016)
® Asking good questions are indication of machine understanding

@ Key differences to traditional question generation (eg., reading

comprehension):

¢ Different goals: Information seeking vs. Enhancing interactiveness
and persistence of human-machine interactions

¢ Various patterns: YES-NO, WH-, HOW-ABOUT, etc.
¢ Topic transition: from topics in post to topics in response

Yansen Wang, Chenyi Liu, Minlie Huang, Ligiang Nie. EII%IEI
36 Learning to ask questions in open-domain conversation systems. ACL 2018. m| ‘




Asking Questions in Chatbots

® A good question is a natural composition of

¢ Interrogatives for using various questioning patterns
¢ Topic words for addressing interesting yet novel topics

¢ Ordinary words for playing grammar or syntactic roles

Gxample 1: \

User: | am too fat ...
Machine: How about climbing this weekend?

Example 2:
User: Last night, | stayed in KTV with friends.

\Machine: Are you happy with your singing? / £

’ imil




TEEE]

Tsinghua University

Asking Questions 1in Chatbots

® Typed decoders: soft typed decoder

...............................................................

Encoder: Soft Typed Decoder(STD)
post: The cake tastes good <EOS>

cake :
A final generation distribution -

* type distribution mixture

11 05 : ®|vocab. |8 vocab. [%fvocab.:
Decoder: . 0.3 : o . . .
i 0.2 : . o o
: itypel typell typell': ) el "
S freeccssncessssenggeseessnsnssassed ; typel typel typelll
------ > type specific generation distributions

response: Is it a cheese:cake:

...............................................................

Yansen Wang, Chenyi Liu, Minlie Huang, Ligiang Nie. EII%IEI
38 Learning to ask questions in open-domain conversation systems. ACL 2018. HW| ‘




Hard Typed Decoder(HTD)
Gumbel-softmax For each post:

e : .+ Aset of interrogatives

type I 0.9 vocab. final probability ° A I|St Of toplc Words
typel @ 0.07 — % u] (u] . Others for ordinary words
‘typell § 0.03 : - }tYDeI . :
: : . . ;
' li : .

: }type 1R | [ akel ¢ Topic words:

0 .+ Training -- nouns, verbs
: }‘V"em : . Test— predicted by PMI

Yansen Wang, Chenyi Liu, Minlie Huang, Ligiang Nie. d<lo

39 Learning to ask questions in open-domain conversation systems. ACL 2018. Hm




Asking Questions in Chatbots

@ Type prediction at each decoding position

Post: FEX/NEIP( like little animals)
Response: {R(you) E¥K(like) & F(rabbit) article
Interrogative 0.09 0.02 0.01
Topic word 0.26 0.35 0.14

_EOS
0.01
0.02

Ordinary word 0.28 0.01 0.00
Decoding steps 1 2 3 4 5
40
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Asking Questions in Chatbots

Tsinghua University

® Dataset: 490,000 post-response pairs collected from

Weibo; 5,000 for test, 5000 for validation

¢ All responses are of questioning form
® 66,547 different words, and 18,717 words appear

more than 10 times

z imil




Baselines

42

Seq2Seq: A simple encoder-decoder model (Luong et al., 2015)

Mechanism-Aware (MA): Multiple responding mechanisms

represented by real-valued vectors (Zhou et al., 2017)
Topic-Aware (TA): Topic Aware Model by incorporating topic
words (Xing et al., 2017)

Elastic Responding Machine (ERM): Enhanced MA using

reinforcement learning (Zhou et al., 2018)

£
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Asking Questions in Chatbots

43

Model Perplexity  Distinct-1  Distinct-2 TRR
Seq2Seq 63.71 0.0573 0.0836 6.6%
MA 54.26 0.0576 0.0644 4.5%
TA 58.89 0.1292 0.1781 8.7%
ERM 67.62 0.0355 0.0710 4.5%
STD 56.77 0.1325 0.2509 12.1%
HTD 56.10 0.1875 0.3576 43.6 %

Table 1: Results of automatic evaluation.

1911

£

imil
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Asking Questions in Chatbots

=197 Tsinghua University

® Manual evaluation: Appropriateness, richness, willingness

Models Appropriateness Richness Willingness
Win (%) Lose (%) Tie (%) | Win(%) Lose (%) Tie (%) | Win (%) Lose (%) Tie (%)
STD vs. Seq2Seq 42.0 38.6 194 37.2% 15.2 47.6 4547 38.6 16.0
STD vs. MA 39.6" 31.2 29.2 32.6™ 16.8 50.6 494 27.0 23.6
STD vs. TA 42.2 40.0 17.8 49.0" 5.4 45.6 47.6" 40.2 12.2
STD vs. ERM 43.4* 344 22.2 60.6™" 13.2 26.2 43.2% 36.8 20.0
HTD vs. Seq2Seq 50.6™" 30.6 18.8 46.0"" 10.2 43.8 58.4** 33.2 8.4
HTD vs. MA 54.8%F 24 .4 20.8 45.0*" 17.0 38.0 67.0%" 18.0 15.0
HTD vs. TA 52.0*" 38.2 9.8 55.0*" 5.4 39.6 62.6™" 31.0 6.4
HTD vs. ERM 64.8"* 23.2 12.0 7227 8.4 19.4 56.6™" 36.6 6.8
HTD vs. STD 52.0* 33.0 15.0 38.0"" 26.2 35.8 61.8"" 30.6 7.6
Yansen Wang, Chenyi Liu, Minlie Huang, Ligiang Nie. oo
44 Learning to ask questions in open-domain conversation systems. ACL 2018. HW| ‘




Asking

Questions in Chatbots

111111

Post:

HMNERKBRT

We went to karaoke yesterday.

Seq2Seq:

MA:

TA:

ERM:

2 %2
When?

R & 4 %a il 8 24 9]

How did you know I am questioning you?
22

What?
2t L?
What happened ?

" STD:

HTD:

Yansen Wang, Chenyi Liu, Minlie Huang, Ligiang Nie.

F o .05 K2 )
Where did you sing karaoke?
PRATIUAS A 2B 3K

How many people were singing with you?

e

£

: . . . oD
45 Learning to ask questions in open-domain conversation systems. ACL 2018. m| ‘
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Interactiveness:

Achieving Different Purposes
by
Controlling Sentence
Function
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Tsinghua University

Controlling Sentence Function

@ Sentence function indicates different conversational purposes.

Acquire further information from users
(e.g. WHY, WHAT, ...)

Interrogative

Make requests, instructions or invitations

r:I' mreally hungry now. Imperative
Use eally hungry no P (e.g. LET’S, PLEASE, ...)

Make statements to state or explain

Declarative (e.g. AND, BUT, ...)

£
Pei Ke, Jian Guan, Minlie Huang, Xiaoyan Zhu. Dﬁu

47 Generating Informative Responses with Controlled Sentence Function. ACL 2018.“




Controlling Sentence Function

® Response with controlled sentence function requires a global plan

of function-related, topic and ordinary words.

What did you have at breakfast?
(Acquire further information from users)

Interrogative

Let’s have dinner together !

User:I' m really hungry now. Imperative . . R
y ary P (Make requests, instructions or invitations)

Me, too. But you ate too much at lunch.
(Make statements to state or explain)

Declarative

® Function-related words ® Topic words ® Ordinary words

. imil




® Key differences to other controllable text generation tasks:

¢ Global Control: adjust the global structure of the entire text, including
changing word order and word patterns

¢ Compatibility: controllable sentence function + informative content

® Solutions:

¢ Continuous Latent Variable: project different sentence functions into
different regions in a latent space + capture word patterns within a sentence
function

¢ Type Controller: arrange different types of words at proper decoding
positions by estimating a distribution over three word types

£

. imil




Controlling Sentence Function

@ Conditional Variational Autoencoder (CVAE) Framework

i ha
' Decoder I:P.‘ Type Controller @
: , M E
| Mixture Mergence
E What makes you : Function-related: 0.1 |  Topic: 0.7 | Ordinary: 0.2 :
(R ER.
> > > Y00 [ '
i 51 52 53 54 > i [s;;z] [ = Interrogative
R S ‘1 ............. T T T ! st .
>Q O Discriminator
Attention z
y Concatenation [X;Y] @

/ Encoder (Post) \

T
Post: 1 feel so great today Response: What makes you happy?

« imil




@ Dataset: post-response pairs with sentence function labels

#Post 1,963,382
Training InterrogaFive 618,340
#Response | Declarative | 672,346
Imperative 672,696

#Post 24,034
L Interrogative 7,045
Validation #Response | Declarative 9,685
Imperative 7,304

Test #Post 6,000

51 Generating Informative Responses with Controlled Sentence Function. ACL 2018.

£
Pei Ke, Jian Guan, Minlie Huang, Xiaoyan Zhu. Dmiu




® Automatic Evaluation: Perplexity, Distinct-1/2, Accuracy

Model PPL Dist-1 Dist-2 ACC
c-seq2seq  57.14  949/.007 5177/.041  0.973
MA 46.08  745/.005 2952/7.027  0.481

KgCVAE  56.81 1531/.009 10683/.070  0.985
Our Model 55.85 1833/.008 135586/.075 0.992

Table 3: Automatic evaluation with perplexity
(PPL), distinct-1 (Dist-1), distinct-2 (Dist-2), and
accuracy (ACC). The integers in the Dist-* cells
denote the total number of distinct n-grams.

£
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Tsinghua University

Controlling Sentence Function

® Manual Evaluation: Grammaticality, Appropriateness, Informativeness

Model Interrogative ‘ Declarative ‘ Imperative \
Gram. Appr. Info. Gram. Appr. Info. Gram. Appr. Info.
Ours vs. ¢c-seq2seq | 0.534 | 0.536 | 0.896* | 0.630% | 0.573* | 0.764* | 0.685%* | 0.504 | 0.893*
Ours vs. MA 0.802*% | 0.602* | 0.675% | 0.751* | 0.592* | 0.617% | 0.929*% | 0.568* | 0.577%
Ours vs. KgCVAE | 0.510 | 0.626* | 0.770* | 0.546* | 0.515% | 0.744* | 0.780* | 0.521* | 0.837%

Table 4: Manual evaluation results for different functions. The scores indicate the percentages that
our model wins the baselines after removing tie pairs. The scores of our model marked with * are

significantly better than the competitors (Sign Test, p-value < 0.05).

Pei Ke, Jian Guan, Minlie Huang, Xiaoyan Zhu.

53

Generating Informative Responses with Controlled Sentence Function. ACL 2018.
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Consistency:

Behaving More Consistently
with Personality
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Personality of Chatting Machine

57

General seq2seq model

User: Are you a boy or a girl?
Chatbot: I am a boy.

User: Are you a girl?
Chatbot: Yes, I am a girl.

User: IRJL% | 2

MK R, . o RIERLER!

User: AR A2 JLJ LA H AR 2

/NUK: B8, 75ERHII—AH A,

User: IR NLE )G, EBAS75HFEHAE?
INK: BEENF)E, EEIIR gedk L\
FET

@ Personality 1s important for game, custom service, etc.




® Passing the Turning Test?

¢ Deep semantic understanding
¢ Existing chatting machine lacks identity or personality

@ Personality 1s a well-defined concept 1n psychology(Norman,
1963; Gosling et al., 2003)
® Extremely subtle, implicit in language expression:

¢ Age, gender, language, speaking style, level of knowledge, areas of
expertise

® Existing works

¢ Implicit personalization: learn implicit conversation style (Li et al.,
2016; Al-Rfou et al., 2016)

¢ Require dialogue data from different users with user attributes tagged
| WUUUUU L




Personality of Chatting Machine

® Deliver coherent conversations w.r.t. identity/personality

Generic Dialogue Data for Training Pre-specified Chatbot Profile

UserA: how old are you? Profile key | Profile value
UserB:lam . Name {E1F(Wang Zai)
Age =%(@3)

Gender H# (Boy)
Hobbies Z1{& (Cartoon)
Speciality | #1%E(Piano)

/ Generated Dialogues

: ?
Personality-coherent B, ;Serr-‘.hmfvlold are you:
Chatbot L achine: | am

UserA: do you like to play piano?
UserB: | play

User: do you like to play piano?
Machine: Yes, | play

59




Personality of Chatting Machine

Profile

detector

Position
detector

Decoder

(What'’s your speciality? )

(EZE

Tsinghua University

(Have a guess!)

RBEHLEK? {RIB0F?
. Forward
Post (p) Encoder Response (r)
- Forward
Pr(z=1]p) : BldDI ;‘e:gtég:lal Response (1)
o, F
" ‘. ............ ® o0 .’
| rofile % 4% MK ) |
Key(k) Value(v) T 4-1)\3R 58 1 2 3 4 5
(Name: Wang Zai) wE  EF attention:p; - (Violin) I'm good at violin so much!
(Age: 3) EW =% -

: Profile Predicted o predicted position
(Gender: Boy) A Bk <« --- backward decoding
(Hobby: Cartoon) 217 @8 4
(Speciality: Piano)  #54& (0% liﬂg(Piano) R

Positon
Detector | argmax Pr(r | r, <k, v>) = 4
% JE% WK RS | gmax Prin | r, <k, v2)
i=1 2 3 4

I’'m good at violin so much!

*Qiao Qian, Minlie Huang, Haizhou Zhao, Jingfang Xu, Xiaoyan Zhu. Assigning personality/identity ad

to a chatting machine for coherent conversation generation. IJCAI-ECAI 2018. I/ﬂnﬁrj




Personality of Chatting Machine

® WD: 9,697,651 post-response pairs from Weibo

® 76,930 pairs from WD for 6 profile keys (name, gender, age, city,
weight, constellation) with about 200 regular expression patterns,

each annotated to positive or negative
® 42,193 positive pairs, each mapped to one of the keys

® Manual Dataset: real, human-written conversational posts

£
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Personality of Chatting Machine

Post-level evaluation

Tsinghua University

Generated sample responses that exhibit session-level

consistency

Chinese

English(Translated)

UARXT A 4 SRS
SHTHEEK

U RERE W 2 407

S: A Ek

U BB AR SLEB AT 7R
S:FHEM LB

U:What are you interested in?
S:Playing basketball.
U:What’s your hobby?
S:Basketball.

U:Tell me your interest.

S:I like to play basketball.

Method Nat. Logic Cor.
Seq2Seq 71.8% | 56.0% | 23.8%
Seq2Seq +PV | 72.0% | 56.0% | 41.3%
Seq2Seq +PVD | 73.3% | 52.5% | 38.0%
Our Model -PD | 82.7% | 51.7% | 38.3%
Our Model 83.3% | 59.5% | 45.8%

Session-level evaluation

Method Consistency | Variety

Seq2Seq 1.3% 1.0%

Seq2Seq +PV 47.0% 1.3%

Seq2Seq +PVD 40.0% 7.5%
Our Model -PD 38.8% 16.0%
Our Model 49.5 % 27.8%

UARIBIEUEAR LS W
SSHEH=%T
UARSFEFHIST A
S: Tl iz E| e

U /R 2 KM
S:3% T

U:You haven’t told me your age.
S:I’m three years old.

U:Are you 15 years old or not?
S:I’m not yet.

U:How old are you?

S:Three years old.

*Qiao Qian, Minlie Huang, Haizhou Zhao, Jingfang Xu, Xiaoyan Zhu. Assigning personality/identity 7\

to a chatting machine for coherent conversation generation. IJCAI-ECAI 2018.
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Semantics:

Better Understanding and
Generation with
Commonsense Knowledge

£
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Commonsense Knowledge

® Commonsense knowledge consists of facts about the everyday

world, that all humans are expected to know. (Wikipedia)

¢ Lemons are sour
@ Tree has leafs
¢ Dog has four legs

® Commonsense Reasoning ~ Winograd Schema Challenge:

. The trophy would not fit in the brown suitcase because it was
too big. What was too big?

- The trophy would not fit in the brown suitcase because it was
\too small. What was too small? )

. il




Commonsense Knowledge in Chatbots

respiratory

lung disease .
g disease

IsA

Prevented_by Caused by | @ir pollution

avoiding triggers

chest tightness

. imil




Commonsense Knowledge in Chatbots

lung disease

IsA
IsA

respiratory
disease

asthma

Prevented_by

avoiding triggers

67

Caused_by

xusedby

chest tightness

» air pollution

imil




Commonsense Knowledge in Chatbots

68

Post: I have an asthma since three years old.

Triples in knowledge graph:
(lung disease, IsA, asthma)

(asthma, Prevented_by, avoiding triggers)

lung disease

IsA

respiratory
disease

//ﬂf/

asthma

Prevented_by

avoiding triggers

Caused_by

Yusedby

chest tightness

> air pollution

From ConceptNet

imil




Commonsense Knowledge in Chatbots

69

Post: I have an asthma since three years old.

Triples in knowledge graph:
(lung disease, IsA, asthma)

(asthma, Prevented_by, avoiding triggers)

Response: I am sorry to hear that. Maybe avoiding
triggers can prevent asthma attacks.

lung disease

IsA

respiratory
disease

//@f/

asthma

Prevented_ by

avoiding triggers

Caused_by

yusedby

chest tightness

» air pollution

From ConceptNet

imil




Commonsense Knowledge in Chatbots

Post: I have an asthma since three years old.

Triples in knowledge graph:
(lung disease, IsA, asthma)
(asthma, Prevented_by, avoiding triggers)

Response: I am sorry to hear that. Maybe avoiding
triggers can prevent asthma attacks.

respiratory
disease

lung disease

"._ IsA

)
.
.
.
.
.
.
Py
.
.t
.
.
Py
.
.

.

___________ Prevented by asthma * Caused by | @ir pollution

Caused_by From ConceptNet

.
---
ess®
es®
----
.
“““
es®
----
.
“““
.
. .
-----

X £
Y oLA"N\o
70 chest tightness HMH\




Commonsense Knowledge in Chatbots

@ Conversation 1s all about semantic understanding

® Commonsense knowledge 1s important for language

71

understanding and generation

Post Why are you so breakable?

(glass, RelatedTo, breakable),
Knowledge | (brittle, RelatedTo, breakable),

(rule, RelatedTo, breakable)
Seq2Seq I’'m nota OOV , 1 'm just a OOV.
MemNet [’'m not OOV. I'm just a really nice person.
CopyNet [’m not. I’m just a lurker.
CCM Because I'm a brittle man .

imil




Commonsense

Knowledge in Chatbots

Output: Because I’'m a brittle man.

!

Dynamic Graph Knowledge
Attention | A\ oo Decoding words by attending to
G knowledge graphs and then to triples
Knowledge enerator
Graph "“
O\Q<O Decoder
S g
S |
O\O Encoder
O—0

o1

O—I>O

A

Static Graph g
Attention

Interpreter knowledge graphs for each word

Knowledge [ Encoding the retrieved

T

oD
7 Input: why are you so breakable? H“"ﬂ"ﬂ”




Commonsense Knowledge in Chatbots

Static graph attention: encoding semantics in graph,
Feeding knowledge-enhanced info. into the encoder

T ht-1 > ht > ht+1 B

! Knowledge » ! Knowledge : ! Knowledge -
' Graph ' T : Graph ' T +  Graph ' T

; O\O\:’O . | Knowledge |. O\O\:’O . | Knowledge |. Q‘Q:Q Knowledge
: O/ S Interpreter |. o" - Interpreter |. o" Interpreter

........ rays Sunllght

© Key Entity O—0O Not_A_Fact Triple Word Vector
O Neighboring Entity Retrieved Graph

73
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Commonsense Knowledge in Chatbots

Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

B

S siy1 = GRU(sy, [c; Cg; Cf; e(yt)]),
-1
t e(yr) = [w(ye);kil,
(@00 OO0
a
@ Key Entity O—+0 Not_A_Fact Triple Not_A_Fact Triple Vector

O Neighboring Entity
O Attended Entity

Attended Graph Word Vector
Previously Selected Triple Vector

74




Commonsense Knowledge in Chatbots

Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

) Knowledge
: Graph :
, O/O\ . |Knowledge
; © = Aware
: OO/ <O Generator Ny,
; O . E : s .
' O—0 , gi =— an[hn7tn])
"""" n=1
8
-~ s, s exp(B2)
- a —
T Ngi 8 )
s T
@00 000 Bn = (Wyry) tanh(Wyh, + Wit,),
a
@ Key Entity O—+0 Not_A_Fact Triple Not_A_Fact Triple Vector
O Neighboring Entity Attended Graph Word Vector
O Attended Entity Previously Selected Triple Vector
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Commonsense Knowledge in Chatbots

Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

'Knowledge'
+  Graph :

qu‘ Knowledge
Aware
Generator
o/ O . L
' g — g
\,o—>o: / c; = E :Oétigz',
"""" i=1
g
™ Sy - exp(By;)
[ ’
g
> 5 exp(B)
(@00 000D B, =V, tanh(Wps; + Upgi),
a
@ Key Entity O—+0 Not_A_Fact Triple Not_A_Fact Triple Vector
O Neighboring Entity Attended Graph Word Vector
O Attended Entity Previously Selected Triple Vector
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Commonsense Knowledge in Chatbots

Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

'Knowledge'
+  Graph :

qu‘ Knowledge
Aware
Generator
O<—C{:—O 91,
J b ekt = ool k.
. O—=0 . t titj v
"""" i=1 j=1
— S, E exp(ﬂtj)
Qap; = —
Zn 1 exp(IBtn)
k T
(@@0 000 B, = k; Wesy,
a
@ Key Entity O—+0 Not_A_Fact Triple Not_A_Fact Triple Vector
O Neighboring Entity Attended Graph Word Vector
O Attended Entity Previously Selected Triple Vector
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Commonsense Knowledge in Chatbots

Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

X . Knowledge .

lack

+  Graph : T
qu‘ Knowledge
9 Aware
Generator
O<—Q<—O — . . 9. Nk
Y a; = [stactactact]s
\ 90 v = sigmoid(V,'ay),
R P.(y: = w.) = softmax(Woa;),
St—1 P _ _ g k
e(Yt = we) = Q1 Oy
Yy ~ O _P(y ) (1_7t)P9(yt :wC)
(000000 t t t Ve Pe(y: = we) |’
a
@ Key Entity O—+0 Not_A_Fact Triple Not_A_Fact Triple Vector
O Neighboring Entity Attended Graph Word Vector
O Attended Entity Previously Selected Triple Vector
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Commonsense Knowledge in Chatbots

Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

) . Knowledge . , lack
Graph X
RN
qu‘ Knowledge
9 Aware
Generator
O;f\”.
A\ / \
R St—1 > St

(CI]c)elel®), (000000

a lack
@ Key Entity O—+0 Not_A_Fact Triple Not_A_Fact Triple Vector
O Neighboring Entity Attended Graph Word Vector
O Attended Entity Previously Selected Triple Vector
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Commonsense Knowledge in Chatbots

Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

:Kng::zﬁgeg lack :Kng::zﬁgeg
el 1 iap
qu‘ Knowledge O/O\ Knowledge
0 Aware Z 0 © :—> Aware
Generator Z . | Generator
O <—O O <+,
;’p\‘ . , 4{)\‘0 ,
\ ' O—O ., . O—O0 .
T Sy > S,
(000000 (000000
a lack
@ Key Entity O—0 Not_A_Fact Triple Not_A_Fact Triple Vector

Attended Graph Word Vector
Previously Selected Triple Vector

O Neighboring Entity
O Attended Entity
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Commonsense Knowledge in Chatbots

X . Knowledge . ,

X . Knowledge . ,

Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

+  Graph : lack +  Graph : of
el 1 iapr |
qu‘ Knowledge O/O\ Knowledge

9 Aware Z 9 ¢ :—> Aware
Generator ; . | Generator
O <—O NO) <0,
;’p\‘ : : 4{)\‘0 :
\ ' O—O ., . O—O0 .
R St—1 > St
(@00 OO0 (00 000
a lack
@ Key Entity O—+0 Not_A_Fact Triple Not_A_Fact Triple Vector

Attended Graph Word Vector
Previously Selected Triple Vector

O Neighboring Entity
O Attended Entity
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Commonsense Knowledge in Chatbots

Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

: Kng\:\gzgge . lack ) Kng\:\gzgge : of
el 1 iapr |
qu‘ Knowledge O/O\ Knowledge
9 Aware Z 90 :—> Aware
Generator Z , Generator
O<—O\:—O ,O<—O\:—O.
o" : : O .
\ ' O—O ., . O—O0 .
o — St_1 > St > St+1

(CI]c)elel®), (000000 (G000 000

a lack of
@ Key Entity O—+0 Not_A_Fact Triple Not_A_Fact Triple Vector
O Neighboring Entity Attended Graph Word Vector
O Attended Entity Previously Selected Triple Vector
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Commonsense Knowledge in Chatbots

Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

X Knowledge .

. Knowledge X

: Graph lack : Graph ' of éKng\:valgﬁgeg o
apl b el e el |
, C{% . |Knowledge| d’o\‘ + |Knowledge | O/o\ . |Knowledge
I 90 — Aware : 90 — GIAware Z 90 > GAware
EO <O Generator O <O enerator O : enerator
:d’oi :c{ol :d':c;Z \
\ o2 . 0= . . 00 ;
= s, " s, " S, -
(@00 OO0 (000000 (@00 000
a lack of

@ Key Entity O—+0 Not_A_Fact Triple Not_A_Fact Triple Vector | ™\
O Neighboring Entity Attended Graph Word Vector ~O
83 @ Attended Entity Previously Selected Triple Vector ﬁ" ‘




Commonsense Knowledge in Chatbots

@ Dataset: filtered from 10M reddit single-round dialogs

Conversational Pairs Commonsense KB
Training 3,384,185 Entity 21,471
Validation 10,000 Relation 44
Test 20,000 Triple 120,850

Table 1: Statistics of the dataset and the knowledge base.
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Commonsense Knowledge in Chatbots

Automatic evaluation

Model

Overall

High Freq.

Medium Freq.

Low Freq.

OOV

PpPX.

ent.

ppx. | ent.

PPX.

ent.

PpPX.

ent.

PpPX.

ent.

47.02
46.85
40.27

Seq2Seq
MemNet
CopyNet

0.717
0.761
0.96

4241 | 0.713
41.93 | 0.764
36.26 | 0.91

47.25
47.32
40.99

0.740
0.788
0.97

48.61
48.86
42.09

0.721
0.760
0.96

49.96
49.52
42.24

0.669
0.706
0.96

CCM 39.18

1.180

35.36 | 1.156

39.64

1.191

40.67

1.196

40.87

1.162

Manual evaluation

(Sign-test, p-value<0.005)

Model

Overall

High Freq.

Medium Freq.

Low Freq.

010)%

app.

inf.

app. inf.

app.

inf.

app.

inf.

app.

inf

CCM vs. Seq2Seq
CCM vs. MemNet
CCM vs. CopyNet

0.616
0.602
0.600

0.662
0.647
0.640

0.605
0.593
0.606

0.656
0.656
0.669

0.549
0.566
0.586

0.624
0.640
0.619

0.636
0.622
0.610

0.650
0.635
0.633

0.673
0.626
0.596

0.716
0.657
0.640

Hao Zhou, Tom Yang, Minlie Huang, Haizhou Zhao, Jingfang Xu, Xiaoyan Zhu.
Commonsense Knowledge Aware Conversation Generation with Graph

85

Attention. IJCAI-ECAI 2018, Stockholm, Sweden.
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Generation Examples 1

/Post: He proposed March 5th. We will be married October 10th.\
So 7 months

Knowledge: (engaged, RelatedTo, married), (wedding, RelatedTo,
married), (miss, DistinctFrom, married), (March, RelatedTo,

\months) Y,
® Seq2Seq: I'm not sure how to answer that. I'm not sure how to make a
date.

® MemNet: I'm assuming he's married to a gay marriage?
® CopyNet: I'm sorry, I'm not sure what you mean by that.
® [CCM: I'm pretty sure he's going to be engaged in the next 6 months. l

. imil




Summary

@ Emotion, personality, and knowledge is important to Chatbots

® Open-domain chatting machine 1s one of the most challenging Al

tasks

¢ Requires the ability of understanding semantics, knowledge, and
situational context
¢ Ability of making reasoning

¢ Exhibits consistent personality
@ Still a long way to go: existing generation models are still far from

the expectation of real-world applications
£
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Future Research Problems

® Multi-modality emotion perception and expression (voice, vision, text)

® Personality, identity, style> “human-like robot”

¢ Introvert or extrovert
¢ Personalized (style, or profile)

@ Learning to learn (lifelong learning)

¢ Grow up from interactions with human partners and environment

» imil




Thanks for Your Attention

® Minlie Huang, Tsinghua University

® athuang@tsinghua.edu.cn

@ http://coai.cs.tsinghua.edu.cn/hml
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